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Challenges for Future Flexible Electric Power 
Systems 

Ali Feliachi 

Abstract−This paper describes some of the challenges that face the operation of future electric power systems. These 
systems are becoming more flexible and agile. Their physical structures and connections are continuously changing as 
microgrids, electric vehicles, and other generation and storage devices are connected/disconnected from the grid, which 
result in new challenges for the operation, management, and control of the systems of the future that incorporate active 
participation of the consumers, and high penetration of intermittent nature renewable resources such as wind and solar.  

Keywords− Electric Power Systems, Renewable Energy, Smart Grids. 

 

NOMENCLATURE 

I. INTRODUCTION 

The objective of this paper is to describe some of the 
challenges that face the operation and control of flexible and 
agile power systems. Advances in power electronics, 
renewable, storage, computing, communication and sensor 
technologies and their declining cost will increase their 
proliferation in the power system to make it a system of 
systems. Decarbonization, digitization and decentralization are 
the main drivers behind the accelerated pace at which the 
system is evolving towards a system of systems. Electrification 
was recognized as the Greatest Engineering Achievement of 
the twentieth century [1] by the US National Academy of 
Engineering, (ahead of Automobile, Airplane, Water Supply 
and Distribution, Electronics, Radio and Television, 
Agricultural Mechanization, and Computers). Electricity is a 
key factor in determining the standard of living in the world. 
Fig.1. shows the 2018 ranking of some countries [2] (top 9 
countries, Algeria and similar countries in terms of electricity 
consumption per capita in kWh). 

The resiliency of the aforementioned system will depend on 
how these subsystems are operated and managed taking 
advantages of the newest technologies. An agile and flexible 
system is defined here as an interconnection of many 
subsystems that can “come and go” based on contingencies due 
to weather, resource availability, malicious attacks, or fault 
conditions. It can be a single system, known as the grid, or it 
can collapse into several islanded microgrids, with the 

possibility of morphing back to a single system.  

The wealth of information available due to the proliferation of 
sensors, if utilized properly and communicated efficiently, 
along with automated switching, could be the key to the control 
and operation of smart grids of the future. However, the 
transition from idea to practice has proven to be quite 
challenging. Successful implementation requires an intelligent 
control system with an adaptive communication layer as well 
as a robust and scalable information network. The realization 
of such a large-scale flexible network poses some key 
challenges, but if addressed judiciously will result in an 
autonomous, resilient, and efficient power system.  

This paper is organized as follows. Section II presents a sketch 
of the flexible power system and a smart grid architecture. 
Section III defines renewable resources. Challenges are 
presented in section IV. 

II. FLEXIBLE POWER SYSTEMS AND SMART GRIDS 

A schematic of a flexible power system is shown in Fig. 1. A 
traditional power system is called the grid. Smart grids are 
defined as any additional subsystems that are added to the Grid 
through the Point of Common Coupling (PCC). Smart grid is 

loosely defined: it could be a Power Distribution 
Subsystem, a Consumer with storage and/or generation 
capabilities, etc.   

 A typical architecture of a Smart Grid is shown in Fig. 3. It 
consists of five layers. It first starts with a Power System 
with its physical power components and apparatusfollowed 
by the Communication layer which includes all the 

 
 
Fig. 1:  Electricity Consumption per Capita (kWh per person) 

ACE Area Control Error. 
DG Distributed Generator. 
HVDC High Voltage Direct Current. 
ISO Independent System Operator. 
PCC Point of Common Coupling. 
PV Photovoltaic. 
US United States of America 
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communication devices and their protocols. The third is the 
Information layer that has the information flow, objects, and 
syntax. The fourth is the Function layer that describes the use 
cases, and has the supervisory control and data acquisition 
function, etc. The fifth is the Business layer that encompasses 
business cases, regulation, policies, etc. It is probably 
becoming necessary to add a sixth layer, a social layer, as social 
behavior and trends will affect this complex system. 
 

 
 
Fig. 3:  Schematic of a Five-Layer Smart Grid Architecture  

III.   RENEWABLE RESOURCES 

Renewable Energy is defined as the energy from sources that 
are naturally replenishing but flow limited. They are virtually 
inexhaustible in duration but limited in the amount of energy 
that is available per unit of time. The major types of Renewable 
Resources (shown in Fig. 4a and Fig. 4b) are: 

x Biomass: (plants/animals) 
– Wood and wood waste 
– Municipal solid waste 
– Landfill gas and biogas 
– Ethanol  
– Biodiesel  

x Solar 
x Wind 
x Hydropower 
x Geothermal (inside the earth) 

 
 

 
 
Fig. 4a:  Renewable Energy Resources: Biomass, Solar and Wind 
 
 

 
 
Fig. 4b:  Renewable Energy Resources: Hydropower and Geothermal 

 

 
These renewable resources are becoming a major challenge to 
traditional fossil fuel or nuclear units. Fig. 5. shows the US 
utility scale renewable generation in 2015 and 2019, especially 
in wind and solar, which are becoming a serious alternative to 
traditional fossil fuel generation. 

 

 
 
Fig. 5. US Renewable Generation in 2015 and 2019 

 
The number of US PV installations is steadily increasing as 
shown in Fig. 6. This is due to government incentives and the 
decreasing cost of solar power which is now about $3 per Watt 

 
Fig. 2:  Flexible Power System  
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installed [3]. The US has now surpassed two million solar 
installations [4]. 
 

Fig. 6. Number of US PV Installations until 2019 

IV.   CHALLENGES 

Challenges facing future power systems are many and they are 
due to the following factors that incorporate advances in 
technology, economics, but also social and policy 
considerations: 

x Economics, Deregulation, Policy, Environment 

x Multiple Infrastructures 
– Electric Transportation 
– Communication, Internet, Information 

x Computation 
– Data Analytics 
– Cyber Security 

x Operation 
– Renewable Resources 

o Dispatch,  
o Intermittent Resources 
o Network Constraints 

– Units Ramp Up/Down: Duck Curve 

x Control/Automation, Resiliency 
– Power Electronics, Sensors 
– Low Inertia, two-way power flow, switching 
– Frequency/Voltage Control 

A. Economics, Policies and Environmental Challenges 
Economics, policies, and environmental issues play an 
important role in determining the penetration of renewable 
resources into the grid as well as the participation of different 
players in the generation and consumption of electricity. As an 
example, real time rates versus time of the day rates, versus 
fixed rates will affect consumer participation in demand 
response. Rooftop solar panels can become widespread if tax 
incentives are allowed. Electric vehicle owners can provide 
much needed storage to the grid if policies are in place to 
encourage it. Deregulation exists already in some form, but it 
is not common to all countries, or even amongst some states in 
the same country. These are challenging issues that will affect 
future power systems whose operation and resiliency depend 
on multiple market, social and engineering constraints.  
 
A recent event in the state of Texas points to some real 
challenges that face the power grid. About 2 million homes in 
were left without electricity on Monday February 15, 2021 due 
to extreme winter conditions that witnessed a huge demand on 
the system, mainly for heating, and a diminishing supply. 
ERCOT, the Electric Reliability Council of Texas, the body 

that manages the grid, initiated rotating outages the night 
before to avoid a complete collapse of the system. Many factors 
seem to have contributed to this event (1) ERCOT is not 
connected to the other two big US systems, the Western and 
the Eastern systems, (2) the wind generation did not produce 
the expected output as some wind turbines froze, (3) the gas 
supply was not adequate due to the freezing weather and so 
some gas-fired power plants were not in service, (4) the market 
structure and the deregulation policies might have also 
contributed to the problem. Some blame the inexistence of a 
capacity market because ERCOT has only an energy market. 
Hence, producers are paid for the power they generate, and so, 
they do not invest for extra capacity. Deregulation resulted in 
the creation of new energy companies that promised consumers 
lower prices. Unfortunately, some customers who signed up 
with these retail energy companies have seen bills as high as 
$15,000 for a month [5] instead of a bill in the $200 range! For 
whatever reasons, a serious problem occurred, and challenges 
need to be addressed to avoid similar future incidents.  For this 
problem alone the challenges encompass economics and 
market structures, deregulation and policies, environment as 
well as multiple infrastructures such as gas, and renewable 
which is the case of wind here.  

B. Multiple Infrastructure Challenges 
Some infrastructures have obvious effects on the power grid 
such as communication and information systems, hence the 
systems is referred to as a cyber-physical-system. But other 
infrastructures such as electric transportation, water, and gas 
are also important. In the event of Texas described in the 
previous section the lack of gas supply contributed to reduced 
production and aggravated the situation. During natural 
disasters, the loss of electricity has a profound effect on these 
other systems as most of the electric pumps for example cannot 
be used. Backup generation, which could represent as much as 
15% of the total capacity in the US, is not used under normal 
conditions and if used judiciously could bring relief to the grid 
when the system is stressed. 
 
In the following section, a scenario of an interaction between 
the grid operator and the electric transportation operator is 
presented. Fig. 7. is an illustration of this interaction. Each 
operator is responsible for unit commitments and scheduling of 
its own fleet. Such a problem can be optimized by exchanging 
price signals between the two infrastructures. Based on the load 
forecast, the grid operator commits generating units that can 
supply the load at minimum cost. The incremental cost or the 
price is provided to the electric fleet operator who schedules its 
charging and discharging electric vehicles and provides the 
information to the grid operator. Such an interaction could 
provide the most economical solution for both operators. 

C. Computation Challenges 
The system, being a dynamic cyber-physical-system with 
potentially a huge amount of data due to the huge number of 
devices and sensors, requires tools to analyze and determine 
the situation awareness of the “Internet of Power Things” [6]. 
Data Analytics and Machine Learning are fields that are well 
suited for applications in this area, but the challenges are its 
unique characteristics, as for example the dynamics of the 
system make the availability of data sets for training basically 
inexistent. This poses a computational challenge, and solving 
it requires specialized computational tools and algorithms. 
 
Another challenge is to expand Smart Contracts based on 
technologies like blockchain to advance direct deals between 
diverse players such as electric vehicle riders and a fleet 
operator along with energy traders following the scheme 
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depicted in Fig. 7. Blockchain has been used to link consumers 
and independent producers to buy and sell power. In New York 
City [7-8], as well as in Denmark, Blockchain is the technology 
adopted, and demonstrated, for rooftop solar energy trading by 
neighbors. 
 
 

 
 
Fig. 7. Interaction Between Grid and Electric Fleet Operators 

 
Finally, Cyber Security is a growing concern as daily attacks 
on the grid are becoming common. The Ukrainian example [9] 
of December 23, 2015, demonstrated that such attacks can 
happen. Hackers compromised information systems of three 
energy distribution companies in Ukraine and temporarily 
disrupted the electricity supply to consumers. It is the first 
known successful cyber attack on a power grid. Securing the 
system will remain a challenge as the grid becomes more 
flexible with a diverse number of players. This will increase the 
number of vulnerable points of attacks and will require novel 
cyber protection schemes. 

D. Operation Challenges 
 

D1. Renewable Resources Challenges 
 

One of the challenges that result from the integration of 
renewable resources is their dispatchability; especially wind 
and solar resources; since their availability is intermittent even 
though their forecast is continuously improving.  
 

Dispatchability of these renewable resources are summarized 
as follows: 
 

x Dispatchable generators: those fueled by geothermal 
and biomass resources 

x Non-dispatchable renewables: solar and wind energy. 
Dependent on the availability of naturally occurring 
resources. 

x Hydroelectric generators fall between these 
categories; they can typically respond to dispatch 
signals, but they often have seasonal operational 
limitations that prevent them from being completely 
dispatchable. 

 
Another challenge associated with renewable resources is their 
location. Wind farm for instance  can be either offshore or at 
faraway sites, such as on top of mountains where strong winds 
are often recorded. In order to get the power into the load 
centers, re-enforcement or building new lines are required. 
HVDC is an option that many countries are evaluating to 
transport the power produced by these resources. 
 
On June 12, 2007, the Los Angeles Times [10] newspaper 
reported that “California invested heavily in solar power. Now 
there’s so much that other states are sometimes paid to take it. 
On 14 days during March, Arizona utilities got a gift from 

California: free solar power. Well, actually better than free. 
California produced so much solar power on those days that it 
paid Arizona to take excess electricity its residents weren’t 
using to avoid overloading its own power lines.”   
 
It is expected that Renewable Energy production will keep 
increasing as more countries are committed to this initiative. 
California has a mandatory 100% renewable electricity target 
for 2045, as well as several other measures such as storage 
capacity and an expected burst of electric vehicles to combat 
pollution. California regulators approved a historic plan to 
mandate rooftop solar panels on most new single-family homes 
that will add about $9,500 to the cost of building new houses. 
The solar mandate was expected to go into effect in 2020. 
 

D2. Units Ramp Up/Down: Duck Curve 
 

From an operation point of view, incorporating these 
intermittent resources demands sharp ramping up and down of 
the traditional units, for example, during sunrise when solar 
power becomes available and before sunset when solar power 
is diminishing. The shape of the load curve has the form of a 
“duck,” hence named ‘duck curve’ as shown in Fig. 8. 
 

 
 
Fig. 8. Typical Duck Curve (California ISO) 

 
Fig. 9. is an actual load curve from the California ISO 
(Independent System Operator) for the day of February 4, 2021 
[11]. The green curve represents the load demand and the blue 
one is the electricity produced by the traditional units (net 
demand). The difference between the green and blue curves is 
the electricity produced by wind and solar generation. The 
average ramp-up in the afternoon for that day was very sharp, 
it was about 16 GW in 3 hours.  
 
 

 
 
Fig. 9. California ISO Load Curve for February 4, 2021. 

E. Control Challenges 
 
The proliferation of renewable resources, which are mostly 
inverter-based generation, as shown in Fig. 10., results in low-
inertia systems. This will affect several aspects of the control 
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and management of the grid including stability, load frequency 
control and voltage control [12-17].  
In this paper load frequency control and volage control 
challenges are discussed.  

 
For the load frequency control problem illustration, the utilized 
system consists of two areas as shown in Fig. 11. The areas are 
called Red and Green Areas. These colors are utilized in the 
figures below using red for Area 1 and green for Area 2. Blue 
is used for the interchange power.  
Two cases are analyzed. In Case 1, Area 1 has a large inertia 
and Area 2 has a small inertia. In Case 2, both areas have 
similar inertias. The scenario under study is the effect of a load 
increase in Area 1. 
 
 

 
An important quantity if the load frequency control problem is 
the Area Control Error (ACE). The statistics of ACE are a key 
to determining whether the areas are complying with the rules 
of operation so that the areas are helping each other during 
emergency, while each area is responsible for its own native 
load under normal conditions. 
 
ACE for area (i) is defined as: 
 

𝐴𝐶𝐸௜ = ෍ Δ𝑃௜௝
௝

+ 𝛽௜Δ𝑓௜  

 
Where Δ𝑃௜௝  is the deviation from the nominal value of the 
power flow over the tie-line connecting area i to area j, 𝛽௜ is a 
bias or the frequency characteristic of area i, and Δ𝑓௜ is the 
deviation from the nominal value of the frequency in area i. 
 
Simulations of the case studies described above are discussed 
here. Fig. 12a. shows that the frequency deviations in both 

areas are unstable, while Fig. 12b. shows that the frequency 
goes back to its nominal value for Case 2.  

  
 
Fig. 12a. Frequency, Case 1 

 
Fig. 12b. Frequency, Case 2 

 
Fig. 13a. and Fig. 13b. show that the area control errors (ACE 
1 and ACE 2) do not go back to zero as they are supposed to in 
Case 1, but they are converging, as required, in Case 2. 
 

 

Fig. 13a. ACE, Case 1 
 

Fig. 13b. ACE, Case 2 
 
Fig. 14a. shows that the power exchange between the areas, 
Δ𝑃ଵଶ does not go back to its scheduled value, but Fig. 14b. 
shows that the system is behaving like it is supposed to. 
 

  
 
Fig. 14a. Tie-Line Power, Case 1 

 
Fig. 14b. Tie-Line Power, Case 2 

 
Finally, the change in mechanical power output is supposed to 
go to zero at steady state for area 2, which does not have a 
change in its demand. But Area 1 is supposed to increase its 
output to account for the increase of its load. Fig. 15a. and Fig. 
15b. demonstrate that the results are as expected when both 
areas have similar sizes (Case 2), but when one area is larger 
than the other, in this case area 1, the results are not as 
expected. The challenge then is to reconsider the expectations 
when different size or inertia systems are interconnected. 
Traditional measures and expectations for the area frequency 
and control areas statistics need to be revisited, challenging the 
existing compliance performance measures. 
 

 
The last challenge presented in this paper is the voltage control 
in the presence of Distributed Generators (DGs). The DGs are 
mostly inverter-based generators dispersed throughout the 
microgrid. Therefore, the challenge addressed is to design 
practical distributed secondary voltage control. Because of 
advances in communication, one solution is to use/exploit this 

 
 
Fig. 10. Inverter Based Generation [18] 

 
 

Fig. 11. A Two-Area Power System 

 
Fig. 15a. Mechanical Power Case 1 

 
Fig. 15b. Mechanical Power Case 2 
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infrastructure as illustrated using the system shown in Fig. 16. 
[19]. 
 

 
This problem has been solved using a consensus approach. 
Consensus algorithm is a distributed algorithm that can reach 
an agreement by sharing each node’s voltage with its 
neighbors. A distributed cooperative tracking algorithm is 
proposed in [19]. In this algorithm, one of the DGs is selected 
as a leader node. This DG knows the reference value which will 
be communicated to the other DGs via a communication graph. 
The follower DGs will take that value and readjust their voltage 
controller set-points. All DGs must be connected to the leader 
via a connected graph.  This algorithm works better in systems 
with DGs in close proximity. Instead of using the global 
consensus algorithm [19], the author and his colleagues have 
proposed a distributed or zonal consensus alternative [20].  
 
The wireless communication network is shown in Fig. 17a. for 
the global consensus and in Fig. 17b. for the zonal consensus. 
 
 

  
 
Fig. 17a. Global Consensus 

 
Fig. 17b.  Zonal Consensus 

  
Fig. 18a. and Fig. 18b. show the controlled voltages, after a 
disturbance is applied, of the DGs in each zone using the 
distributed consensus algorithm. Zone 1 has DGs 1, 2 and 3. 
Zone 2 has DGs 4, 5 and 6. In both zones the voltages converge 
to their desired values. 
 

  
 
Fig. 18a. Zone 1 Voltages 

 
Fig. 18b. Zone 2 Voltages 

 
Fig. 19. shows the voltage of the six units when the global 
consensus algorithm is utilized. It can be concluded that similar 

results are obtained using the distributed algorithm, as shown 
in Fig. 18., an approach that uses less communication. 
 

 
Fig. 19. Voltages of all Six Units using the Global Consensus Algorithm 

  
Obviously, the challenges for voltage and frequency control are 
many. What is presented here is some work by the author and 
his colleagues and does not cover a lot of other innovations in 
the literature.  
 

V. CONCLUSION 

This paper describes some of the challenges that face the 
operation of future electric power systems. These systems are 
becoming more flexible and agile. Their physical structures 
and connections are continuously changing as microgrids, 
electric vehicles, and other generation and storage devices are 
connected/disconnected from the grid, which result in new 
challenges for the operation, management, and control of the 
systems of the future that incorporate active participation of the 
consumers, and high penetration of intermittent nature 
renewable resources such as wind and solar. 
 

Additionally, numerous challenges are faced by  future power 
systems and they are due to factors that incorporate advances 
in technology, economics, but also social, policy and 
environment factors. In this sense, this paper aimed to present 
some of the following challenges: 

 
x Economics, Deregulation, Policy, Environment 
x Multiple Infrastructures 

– Electric Transportation 
– Communication, Internet, Information 

x Computation 
– Data Analytics 
– Cyber Security 

x Operation 
– Renewable Resources 

o Dispatch,  
o Intermittent Resources 
o Network Constraints 

– Units Ramp Up/Down: Duck Curve 
x Control/Automation, Resiliency 

– Power Electronics, Sensors 
– Low Inertia, two-way power flow, switching 
– Frequency/Voltage Control 

 

The paper does not claim to be a complete presentation of the 
challenges facing flexible power systems, since these 
challenges are numerous and relate to a multitude of players 
and technologies. However, it should draw attention to this 
important and timely topic and help the reader understand the 

 
 
Fig. 16. A Six-DG-Two-Zone Microgrid 
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nature of multidisciplinary aspects of this exciting field of 
research.  
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I. INTRODUCTION 

Grounding systems are utilized as a part of a lightning 
protection system providing an easy path to discharging current 
to pass into the ground. In this sense,the impedance of the 
designed grounding system must be as low as possible to avoid 
the excessive voltage rise, which harms the equipment and 
individuals [1-4]. 

The grounding systems' analysis subjected to lightning strokes 
is very complicated, especially with grounding grids where 
much research has been addressed to explain the performance 
of grounding impedance of the grounding grid under lightning 
[5, 6]. The performance of grounding system when subjected to 
lightning is investigated through many techniques such as 
experimental works [7, 8], simplified computational methods 
[9], and numerical analysis [10, 11]. 

Some other approaches are analytical based on the circuit 
theory approach [12], which is based on replacing all conductor 
elements, including the lightning paths, with an equivalent 
electrical network. The circuit theory is a fast and 
straightforward calculation [13, 14]. The network analysis leads 
directly to the results in terms of currents and voltages for all 
interest points. The other approach is the field theory approach 
[15], based on the direct solution of the electromagnetic field 
equations about the energized conductors and all metallic 
structures nearby, whether directly energized or not.  

In this paper, the transient impedance of the grounding grid is 
computed when applying the impulse superimposed sinewave 
current. Furthermore, the influence of some grid and soil 
variables on the grounding system behavior was investigated.  

The variables were the soil resistivity, soil permittivity, main 
wire length, grid conductor radius, grid side length, grid 
configuration, and its mesh number. 

II. GROUNDING SYSTEM MODEL 

L. Thione observed that grounding conductors' response to an 
impulse current might be oscillatory [5]. As a result, the 
grounding systems' equivalent circuit should include an 
inductive part of the ground conductors' total inductance, 
directly in series to the ground resistance. Thus all of them are 
in parallel to ground capacitance, as in Fig. 1.  

 

 
Fig. 1. Grounding system model. 

 

Let the applied current, which is applied to the equivalent 
circuit in Fig. 1, is as follows,  

 
𝑖(𝑡) = 𝐴𝑒ିఒ௧ 𝑠𝑖𝑛 𝜇 𝑡, 
where,  
𝐴 = (Imax × 6.45E8/3.69)𝑘𝐴, 
 𝜆 = 1.21E5(1/s)  
and 𝜇 = 2.94E5 (rad/s) 

(1) 

As the derivation in [16], the applied voltage in s domain is as 
follows, 
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Transient impedance of grounding system with
  impulse superimposed sinewave

Sherif S. M. Ghoneim, Ahdab M. Elmorshedy, and Rabah Y. Amer

Abstract−  Investigating  the  transient  performance  of  grounding  systems  subject  to  lightning  (impulse  or  impulse
superimposed sinewave) is valuable for protecting the power system and maintaining the system operation. In this work,
the  grounding  system's  impedance  is  computed  when  an  impulse  superimposed  sinewave is  applied  to  the  grounding
grid's proposed lumped circuit andthe grounding system can be simulated as an inductance in series with resistance, and
all of them are in parallel with capacitance based on Thione's assumption. Several variables were investigated to study
their effects on the grounding system's behavior. The variables were the soil resistivity, soil permittivity, main wire length,
grid conductor radius, grid side length, grid configurationand its  mesh  number. The grounding system configuration
varied between square and rectangular shapes, which connects to the protecting rod via the main wire conductor. A 3.69
kA peak of impulse current was applied to avoid soil ionization. The results indicated the performance of the grounding
system when subjecting to impulse current.

Keywords− transient behavior, grounding systems, impedance, step response, lightning protection
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R refers to grounding resistance, ρ is the soil's resistivity, r is 
the equivalent radius of the grid, and l is the total grid length. 
The grid capacitance can be computed as follows, 
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Where ε is the permittivity of the soil. The inductance of the 
grounding grid can be evaluated as follows, 
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Where l″ is the side length of the grid and r′ is the grid radius. 
The inductance of the main wire can be determined as follows, 
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Where l′′′ refers to the main wire length and r″ is the main wire 
radius. 

Equation (1) can be rewritten as in (2), 
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From (2), the first term can be rewritten as in (3), 
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Similarly, the second term in (2) can be rewritten as follows,  
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Then, the voltage can be determined using inverse Laplace as 
follows, 
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As shown in [5], the effective inductance of long grounding is 
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one-third of the grounding grid's total inductance, then L2 
should be modified to L2/3 in (14). The impulse impedance is 
then identified as in [16] as follows, 

)(Current of eCrest valu
)(Voltage of eCrest valu

m

m
imp I

V
Z            (15) 

III.   TRANSIENT BEHAVIOR OF GROUNDING SYSTEM 

Figures 2 and 3 show the applied current waveforms and the 
output voltage on the square and rectangular grids with a similar 
area. The circuit's behavior seems to be an inductive circuit 
where the current seems to be lag for the developed voltage. 
 

 
Fig. 2. Voltage and current waveshape for the square grid. 
 

 
Fig. 3. Voltage and current waveshape for the rectangular grid. 

IV. INVESTIGATING THE INFLUENCE OF SOME PARAMETERS 
ON THE TRANSIENT IMPEDANCE 

A. The Effect of Soil Characteristics 
 

The influence of soil resistivity, permittivity on the ground 
system's transient impulse impedance was illustrated. The 
effect is shown in the following Figures 4 and 5. 

The greater the resistivity, the greater the transient impulse 
impedance. The value of the impulse impedance as in (15) is 
high when the resistivity increases. The impulse impedance 
reaches to steady-state value after 10 μs in the case of a square 
grid but 8 μs in the rectangular grid as in Fig. 4.  

Figure 5 shows no effect on the transient impulse impedance 

with the change in permittivity, which refers to the water 
content. 

B. The Effect of Grid Parameters 

Figures from 6 to 10 explain the effect of the grid's side length, 
the radius of the conductor, the number of meshes, and the 
grid's width in the case of a rectangular grid. 

The impulse impedance decreases as the grid side length 
increases. The impulse impedance with the variation of square 
grid length is lower than that in the side length variation of the 
rectangle grid.  

The effect conductor radius on the impulse impedance is not 
significant, which is shown in Fig. 8. It is noted that the impulse 
impedance decreases moderately as an increase of the radius of 
the grid conductor (it reduces 25% when the conductor radius 
increases from 0.005m to 0.25m) [17]. 

As in Fig. 9, the results explain that the number of meshes' 
changes causes a slight shift in transient impulse impedance. 
For the rectangular grid in Fig. 10, the grid's width variation 
causes a significant difference in the transient impulse 
impedance. 
 

 
 
Fig. 4. Effect of the variation of resistivity on transient impulse impedance. 
 

 
 

Fig. 5. Effect of the variation of permittivity on transient impulse impedance. 
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Fig. 6. Effect of the variation of side length on transient impulse impedance for 
square grid. 

 
 

 
 
Fig. 7. Effect of the variation of side length on transient impulse impedance for 
the rectangular grid. 

 

 
 
Fig. 8. Effect of the variation of grid conductor radius on transient impulse 
impedance. 

C. The Effect of Main Wire 

The effect of the main wire is studied. The main wire is the wire 
that transfers the surge current to the ground system, and it is 
inductive, which leads to the enhancement of the transient 
impulse impedance of the grid. The effect of the main wire is 
shown in Fig.11. An increase in the length of the main wire 
leads to a decrease in the impulse impedance. 

 

 
 
Fig. 9. Effect of the number of meshes on transient impulse impedance. 
 

 
Fig. 10. Effect of the variation grid width on transient impulse impedance for 
the rectangular grid. 

 
 

Fig. 11. Effect of the main wire length on transient impulse impedance. 
 

V. STEP RESPONSE 

The step response is used to express the grounding system's 
impulse impedance, which is convenient to understand the 
transient characteristics of the grounding system's impedance 
[9]. The following equation obtains the Step Response Zu(t) of 
a grounding impedance, 
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1
𝑠

.
𝐿(𝑉(𝑡))
𝐿(𝑖(𝑡))

 

𝑍௨(𝑡) = 𝐿 − 1(𝑍௨(𝑠)) 

 
(16) 

V(t) is the measured grounding voltage, i(t) is the measured 
injected current, t is the time, s is the Laplace operator, and L 
and L-1 are the Laplace forward inverse transforms. 
 

 
Fig. 12. Step response of grounding system. 

VI. CONCLUSION 

The results obtained from the proposed circuit theory-based 
model help better understand the grounding systems' 
performance subjected to lightning (impulse superimposed 
sinewave). The step response is convenient to understand a 
transient characteristic of the impedance of the grounding 
system. When applying the proposed wave, the square grid 
configuration presents a low impedance for lightning in 
comparison to the rectangular one. The significant variation in 
transient impulse impedance occurs with the change of the soil's 
resistivity and the side length of the grid. 
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Conditional and Unconditional Deterministic
Lower Bounds on the MSE of the Non-Uniform
Linear Co-centered Orthogonal Loop and Dipole

Array
Tao BAO and Mohammed Nabil EL KORSO

Abstract—The co-centered orthogonal loop and dipole (COLD) array exhibits some interesting properties, which makes
it ubiquitous in the context of polarized source localization. In the literature, one can find a plethora of estimation
schemes adapted to the COLD array. Nevertheless, their ultimate performance in terms of the so-called threshold region
of mean square error (MSE), have not been fully investigated. In order to fill this lack, we focus, in this paper, on condi-
tional and unconditional bounds that are tighter than the well known Cramér-Rao Bound (CRB). More precisely, we give
some closed form expressions of the McAulay-Hofstetter, the Hammersley-Chapman-Robbins, the McAulay-Seidman
bounds and the recent Todros-Tabrikian bound, for both the conditional and unconditional observation model. Finally,
numerical examples are provided to corroborate the theoretical analysis and to reveal a number of insightful properties.

Keywords—Deterministic lower bounds, co-centered orthogonal loop and dipole array, mean square error, perfor-
mance analysis, passive source localization, SNR threshold.

I. INTRODUCTION

Nowadays, recent source localization systems need to operate
in increasingly more crowded signal environments [2]. In this
context, taking into account both the polarization diversity and
the spatial diversity became ubiquitous in antenna array sys-
tems and their processing as wireless communication, radar,
sonar systems, etc. [2–4]. Among different types of polariza-
tion sensitive arrays, the co-centered orthogonal loop and dipole
array is commonly used since it exhibits numerous interesting
properties [5–7] (e.g., the constant norm of the polarization vec-
tor, the insensibility of the polarization vector w.r.t. the source
localization in the plan of the antenna etc.)

In the literature, one can find a plethora of estimation schemes
adapted and/or designed particularly for the COLD array [6].
Nevertheless, their ultimate performance in terms of the mean
square error (MSE), especially in the non-asymptotic region
(meaning for low signal-to-noise ratio (SNR) or low observa-
tions), has not been fully investigated.

We can cite [8, 9], in which the authors derived closed-form
expression of the approximated Cramér-Rao bound (CRB) for a
sufficiently large number of sensors in the context of a COLD
linear and uniform array. Whereas in [10,11] the authors derived,
respectively, expressions of the CRB for a known single source
and the resolution limit for two known sources, both for known
polarization state parameters.
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Nevertheless, to the best of our knowledge, no results concerning
the breakdown prediction for the COLD linear array (possible
non-uniform) can be found in the literature. To fill this lack, we
focus, in this paper, on lower bounds that are tighter than the
CRB. More precisely, we give some closed form expressions
of the McAulay-Hofstetter (MCB), the Hammersley-Chapman-
Robbins (HCRB), the McAulay-Seidman (MSB) bounds and
a recently proposed Todros-Tabrikian bound (TTB), for both
the commonly assumed conditional (i.e., when the signals are
assumed to be deterministic) and unconditional (i.e., when the
signals are assumed to be driven by a Gaussian random process)
observation models with unknown direction of arrival (DOA)
and unknown polarization state parameters. Such bounds are
known to be efficient to delimit and predict the optimal operating
zone of estimators [12, 13] which is given by the threshold
or breakdown point, i.e., when the estimator’s MSE increases
dramatically.

Such deterministic lower bounds can be derived using one of
the unifications given in [12, 14–16]. In this paper, we adopt the
Todros and Tabrikian unification in which they propose a novel
class of performance lower bounds by applying a proper integral
transform [15]. Using an adequate choice of the kernel of the
integral transform of the likelihood-ratio function, one obtains
some well known lower bounds as the MCB, HCRB, MSB and
TTB.

For the rest of this paper, the following notation will be used. A
lowercase bold letter denotes a vector, and an uppercase bold
letter denotes a matrix. Vectors are by default in column orienta-
tion unless specified. Upper scripts T

,
C and H are, respectively,

the transpose, the conjugate and the trans-conjugate of a matrix.
The operators tr {.} , |.|, k.k and R(.) represent, the trace, the
determinant of a matrix, the Euclidean norm and the real part,
respectively. � and ⌦ are the Hadamard and the Kronecker
product, respectively. IL denotes the L⇥ L identity matrix. 1L

is the L⇥ L matrix filled by ones. [.]
i

and [.]
i,j

denote the i-th
element of the vector and the i-th row and the j-th column ele-

2716-912X c� 2021 Ecole Nationale Polytechnique



14 T. Bao et al.: Lower Bounds on the MSE of the Non-Uniform Linear Co-centered Orthogonal Loop and Dipole Array

Fig. 1: A non-uniform linear COLD array representation in the
presence of one far-field source

ment of the matrix. We define also the n-norm as
P
⌘
n = ||⌘||n.

Finally, ⇠̂ is any unbiased estimate of ⇠.

II. SYSTEM MODELS

Consider a non-uniform linear array composed of N COLD
pairs with inter-element spacing d1.d, d2.d, . . . , dN .d that re-
ceives a signal emitted by a single far-field and narrow-band
source. Let dn.d denotes the location of the n-th COLD sensor,
in which d is unit. The array is collinear with the y-axis of an
(O, xyz) coordinate system with its origin, O, in the center of
the first pair of sensors (i.e., d1 = 0). For each COLD sensor,
the dipole is parallel to the z-axis and the loop is parallel to the
x� y plane.

Assume a narrowband far-field source which impinges on the
array from direction described by the elevation angle � and
the azimuth angle ✓. In this paper, we suppose that the source
is contained in the x � y azimuthal plane, i.e. � = ⇡

2
, as

illustrated in Fig.1. For a given polarized signal, the vertical and
the horizontal components of the incoming signal electric field
can be specified by polarization state parameters ⇢ 2

⇥
0, ⇡

2

⇤
and

 2 [�⇡,⇡]. Consequently, the output of the n-th COLD sensor
can be expressed by [6]

xn(t) = [xloop, xdipole]
T = s(t)u( , ⇢) ej!dn.d+nn(t), (1)

in which, n = 1, . . . , N, t = 1, . . . , T , xloop and xdipole are
the signals recorded on the small loop and the short dipole, re-
spectively. The electrical angle ! = � 2⇡d

�
sin ✓, where � is the

signal wavelength. T is the number of snapshots and s(t) is the
source signal. The random process nn(t) = [nloop, ndipole]T

denotes a complex Gaussian circular noise with zero mean and
a known covariance matrix⌃noise. The output vector received
for the t-th snapshot can be written as

x(t) = [xT

1
(t), . . . ,xT

N
(t)]T

= s(t)e(!)⌦ u( , ⇢) + [nT

1
(t), . . . ,nT

N
(t)]T

where the steering vector is defined by e(!) =
[1, ejd2!, . . . , e

jdN!]T and the 2 ⇥ 1 polarization state
vector is given by u( , ⇢) = [j2⇡Asl cos(⇢)

�
,�Lsd sin(⇢)ej ]T ,

in which Lsd and Asl represent the length of the short dipole
and the area of the small loop. From a modeling point of view,
we can assume Lsd = 2⇡Asl

�
= 1.

In the following, the unknown parameter vector is given by
⇠ = [!, , ⇢]T , whereas, ⇠0, !0,  0 and ⇢0 denote the real value
of the candidate parameters ⇠, !,  and ⇢, respectively. The joint
probability distribution function (pdf) of the full observations

� = [xT (1), . . . ,xT (T )] ⇠ CN (µ(⇠0),⌃(⇠0)) for a given ⇠0,
is expressed as follow

p(�|⇠0) =
1

|⌃(⇠0)|⇡2NT
e
�(��µ(⇠0))

H⌃(⇠0)
�1

(��µ(⇠0)) (2)

Let E
n
(⇠̂0 � ⇠0)(⇠̂0 � ⇠0)T

o
be the covariance matrix of an

estimate of ⇠0. Let us assume that ⇠̂ is an asymptotically un-
biased estimate of the true parameter vector ⇠0, and define
the CRB for the considered model [17–19]. The covariance
inequality principle states that, under quite general/weak condi-
tions [20],

MSE = E

n
([⇠̂0]i � [⇠0]i)

2

o
� CRB([⇠0]i), i = 1, 2, 3

where the CRB is given as the inverse of the Fisher information
matrix (FIM) as CRB([⇠0]i) = [FIM�1(⇠0)]i,i. Since we are
working with a complex circular Gaussian observation model
and using the Splepian-Bang formula [21, 22], the i-th, k-th
element of the FIM for the unknown real parameter vector ⇠0
can be written as

[FIM(⇠0)]i,k =

tr

(
⌃(⇠0)

�1
@⌃(⇠)

@[⇠]i

����⇠=⇠0⌃(⇠0)
�1
@⌃(⇠)

@[⇠]k

����
⇠=⇠0

)

+ 2R
(
@µH(⇠)

@[⇠]i

����⇠=⇠0⌃(⇠0)
�1
@µ(⇠)

@[⇠]k

����
⇠=⇠0

)
(3)

There exist two different models depending on the assumptions
about the signal sources, the conditional (deterministic) and
unconditional (stochastic) cases.

A. The Conditional Case

The time-varying signal is modelled by s(t) =
a(t)ej(2⇡f0t+�(t)), where a(t) denotes the real ampli-
tude, �(t) is the time-varying modulating shift phase and
f0 is the carrier frequency of the incident wave. Under this
assumption, one has the following parameterized mean model
given by � ⇠ CN (µ(⇠0),⌃noise), and in which

µ(⇠0) = s⌦ (e(!0)⌦ u( 0, ⇢0)) (4)

where s = [s(1), . . . , s(T )]T . Consequently, the FIM in (3)
reduces to

[FIM(⇠0)]i,k = 2R
(
@µH(⇠)

@[⇠]i

����⇠=⇠0⌃(⇠0)
�1
@µ(⇠)

@[⇠]k

����
⇠=⇠0

)

(5)
8i = 1, 2, 3, k = 1, 2, 3.

B. The Unconditional Case

In the unconditional model, the signal is assumed to be complex
circular Gaussian (with zero mean and variance �2

s
I) indepen-

dent from the noise. Consequently, the covariance parameterized
observation model given by � ⇠ CN (0,⌃(⇠0)), in which

⌃(⇠0) = �
2

s
(e(!0)⌦u( 0, ⇢0))(e(!0)⌦u( 0, ⇢0))

H+⌃noise

(6)
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Then, by applying (3), one obtains

[FIM(⇠0)]i,k = (7)

Ttr

(
⌃(⇠0)

�1
@⌃(⇠)

@[⇠]i

����⇠=⇠0⌃(⇠0)
�1
@⌃(⇠)

@[⇠]k

����
⇠=⇠0

)

8i = 1, 2, 3, k = 1, 2, 3.

III. DETERMINISTIC LOWER BOUNDS
BACKGROUND AND DERIVATION

The unification presented in [15] gives analytical expressions of
the McAulay-Seidman bound (MSB, C(L)

MSB
), the Hammersley-

Chapman-Robbins bound (HCRB, C(L)

HCRB
), the McAulay-

Hofstetter bound (MHB, C(L)

MHB
) and the Todros-Tabrikian

Bound (TTB, C(L)

TTB
). Specifically, we can notice that:

C(L)

MSB
= � �1�T (8)

where � = [⇠1 � ⇠0, . . . , ⇠L � ⇠0] in which ⇠l denotes
the l-th test point for l = 1, . . . , L. Whereas, [ ]m,n =
E�|⇠0

{⌫(�, ⇠m)⌫(�, ⇠n)} for m = 1, . . . , L, n = 1, . . . , L
and ⌫(�, ⇠l) denotes the ratio-likelihood function, given by
⌫(�, ⇠l) =

p(�|⇠l)

p(�|⇠0)
. Furthermore, the HCRB and the MHB are

given by
C(L)

HCRB
= �( � 1L1

T

L
)�1�T (9)

and
C(L)

MHB
= CCRB +QR�1QT (10)

where CCRB = FIM�1 and Q = CCRBD ��,

R =  �DTCCRBD (11)

in which D = [d(⇠1), . . . ,d(⇠L)], and each element of D is
given by

d(⇠l) =

✓
@KLD(p(�|⇠l)kp(�|⇠))

@⇠
|⇠=⇠0

◆T

(12)

The term KLD(p(�|⇠l)kp(�|⇠)) denotes the Kullback-Leibler
divergence [23] of p(�|⇠) from p(�|⇠l). Finally, the TTB is
given by

C(L,J)

TTB
= CCRB +QWH

�
WRWH

��1

WQT (13)

in which, the three-dimensional-discrete-Fourier-transform
(DFT) matrix is given by [15]

[W ]i,l = e
�j⌦T

i
⇠l (14)

in which ⌦i is expressed for the i-th frequency test bin by

⌦T

i
= 2⇡

h
i!

�!L!
,

i 

� L 
,

i⇢

�⇢L⇢

i
,

in which L!, L and L⇢ represent the number of test points
w.r.t. the unknown parameters !, and ⇢, and L = L!L L⇢.
The uniform inter-test points w.r.t. the unknown parameters
are represented by !, and ⇢ �!,� and �⇢, respectively.
Similarly, i!, i and i⇢ denote the index of test-bin in the three-
dimensional of the frequency domain, i! 2 1, . . . , L!, i 2
1, . . . , L and i⇢ 2 1, . . . , L⇢. Consequently, the index i is a
unique combination of i!, i , i⇢ where the total number of these
combinations is denoted by J .

In the remaining of this section, we derive analytical expressions
of the MSB, the HCRB, the MHB and the TTB for conditional
and unconditional observation model.

A. The Conditional Case

Let us partition the FIM w.r.t. the signal parameter ⇠0 as follow

FIM(⇠0) =

2

4
F!,! F!, F!,⇢

F ,! F , F ,⇢

F⇢,! F⇢, F⇢,⇢

3

5 (15)

in which, we used the notation Fu,v , where the lower script u, v
denotes the considered part of the FIM which corresponds to
the derivation according to parameters u and v as shown in (3).
Using (5), the entries of the FIM are given by

F!,! =2<[(s⌦ (je0(!0)⌦ u( 0, ⇢0)))
H⌃�1

noise

(s⌦ (je0(!0)⌦ u( 0, ⇢0)))]

F , =2<[(s⌦ (e(!0)⌦
@u( , ⇢0)

@ 
))H | = 0⌃

�1

noise

(sH ⌦ (e(!0)⌦
@u( , ⇢0)

@ 
))| = 0 ]

and

F⇢,⇢ =2<[(sH ⌦ (e(!0)⌦
@u( 0, ⇢)

@⇢
)H)|⇢=⇢0⌃�1

noise

(s⌦ (e(!0)⌦
@u( 0, ⇢)

@⇢
))|⇢=⇢0 ]

in which e0(!0) = [d1ejd1!0 , . . . , dNe
jdN!0 ]T . The cross

terms are given by

F ,⇢ = F⇢, =2<[(s⌦ (e(!0)⌦
@u( , ⇢0)

@ 
))H | = 0⌃

�1

noise

(s⌦ (e(!0)⌦
@u( 0, ⇢)

@⇢
))|⇢=⇢0 ]

F!,⇢ = F⇢,! =2<[(s⌦ (je0(!0)⌦ u( 0, ⇢0)))
H⌃�1

noise

(s⌦ (e(!0)⌦
@u( 0, ⇢)

@⇢
))|⇢=⇢0 ]

and

F!, = F ,! =2<[(s⌦ (je0(!0)⌦ u( 0, ⇢0)))
H⌃�1

noise

(s⌦ (e(!0)⌦
@u( 0, ⇢)

@⇢
))|⇢=⇢0 ]

In particular, if nn(t) is a complex circular white Gaus-
sian noise with zero-mean and unknown variance �

2

n
, as-

sumed to be uncorrelated both temporally and spatially (i.e.,
⌃noise = �

2

n
I2NT ). The above expressions simplifies to

F!,! = 2

�2
n

||dN ||2
2
||a||2

2
, F , = 2N

�2
n

sin(⇢0)2||a||22 and
F⇢,⇢ = 2N

�2
n

||a||2
2
. Whereas, the cross terms are given by

F!, = F ,! = 2

�2
n

sin(⇢0)2||dN ||2
1
||a||2

2
and F!,⇢ = F⇢,! =

F⇢, = F ,⇢ = 0 with a = s and dN = [d1, d2, . . . , dn]T .
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Considering an identifiable situation in which |FIM| 6= 0, one
obtains after some calculus (the general case, i.e., 2⇡Asl

�
6= Lsd,

is given in the Appendix)

CRB(⇠0) =
�
2

n

2||a||2
2

(16)

2

64

N

N ||dN ||22�sin(⇢0)
2||dN ||41

� ||dN ||21
N ||dN ||22�sin(⇢0)

2||dN ||41
0

� ||dN ||21
N ||dN ||22�sin(⇢0)

2||dN ||41
||dN ||22

N sin2(⇢0)||dN ||22�sin(⇢0)
2||dN ||41

0

0 0 1

N

3

75

On the other hand, in (12) the KLD for conditional case is given
by

KLD(p(�|⇠l)||p(�|⇠)) =
Z

p(�|⇠l) ln(
p(�|⇠l)
p(�|⇠) )d� (17)

= (µ(⇠)� µ(⇠l))
H⌃�1

noise
(µ(⇠l)� µ(⇠))

thus,

d(⇠l) = �
✓
@KLD(p(�|⇠l)||p(�|⇠))

@⇠

◆T

|⇠=⇠0 (18)

= �2<
⇢
(µ(⇠)� µ(⇠l))

H⌃�1

noise

@µ(⇠)H

@⇠

�T

|⇠=⇠0

Using, (11), each element of is of the form

[ ]m,n = E�|⇠0
{⌫(�, ⇠m)⌫(�, ⇠n)}

=
1

⇡2NT |⌃noise|

Z
e
1

= ↵(⇠m, ⇠n)

Z
1

⇡2NT |⌃noise|
e
2d�

= ↵(⇠m, ⇠n) (19)

in which

1 =� (�� µ(⇠m))H⌃�1

noise
(�� µ(⇠m))

� (�� µ(⇠n))
H⌃�1

noise
(�� µ(⇠n)) + (�� µ(⇠0))

H

⌃�1

noise
(�� µ(⇠0))d�

and

2 =� (�� µ(⇠m)� µ(⇠n) + µ(⇠0))
H

⌃�1

noise
(�� µ(⇠m)� µ(⇠n) + µ(⇠0))

and

↵(⇠m, ⇠n) = e
2<{(µ(⇠m)�µ(⇠0))

H⌃�1
noise(µ(⇠n)�µ(⇠0))} (20)

At last, plugging (4), (16)-(20) into (8)-(10) and (13) one ob-
tains C(L)

C�MSB
, C(L)

C�HCRB
, C(L)

C�MHB
and C(L,J)

C�TTB
, in which

C stands stands for Conditional.

B. The Unconditional Case

Let us consider the unconditional model. For simplicity we
define �(⇠0) = e(!0) ⌦ u( 0, ⇢0) and let us recall the fol-
lowing matrix properties Tr(XY ) = vec(XH)Hvec(Y ),

vec(XY Z) = (ZT ⌦ X)vec(Y ), which hold for any ma-
trices X,Y and Z [24]. Using these properties along with (7),
we obtain

1

T
FIM(⇠0) =(

@r

@⇠T
)H |⇠=⇠0(⌃(⇠0)

�T⌦

⌃(⇠0)
�1)(

@r

@⇠T
)|⇠=⇠0

=

2

4
gH

!
g! gH

!
g gH

!
g⇢

gH

 
g! gH

 
g gH

 
g⇢

gH

⇢
g! gH

⇢
g gH

⇢
g⇢

3

5

where

r = vec(⌃(⇠0)) = �
2

s
(�c(⇠0)⌦ �(⇠0)) + vec(⌃noise)

and

g! = vec

✓
⌃(⇠0)

� 1
2
@⌃(⇠)
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If the sensor noise is both spatially and temporally white, as
⌃noise = �

2

n
I2N , using the matrix inversion lemma [25] into

(6), one can obtain

⌃(⇠0)
�1 =

1

�2
n

I2N � �
2

s

�4
n
+N�2

s
�2
n

�(⇠0)�
H(⇠0)

On the other hand, in (12) the KLD is obtained
KLD(p(�|⇠l)||p(�|⇠)) = E�|⇠l

�
�H(IT ⌦⌃(⇠))�1�

 
�

E�|⇠l

�
�H(IT ⌦⌃(⇠l))�1�

 
+ T ln |⌃(⇠)| �

T ln |⌃(⇠l)| in which E�|⇠l

�
�H(IT ⌦⌃(⇠))�1�

 
=

P
2NT

i=1

P
2NT

j=1
E�|⇠l

�
[�]c

i
[�]c

j
[(IT ⌦⌃(⇠))�1]i,j

 
=

Ttr
�
⌃(⇠l)⌃(⇠)�1

 
and similarly, one obtains

E�|⇠l

�
�H⌃(⇠l)�1⇠

 
= 2NT. Consequently,

KLD(p(�|⇠l)||p(�|⇠)) = Ttr(⌃(⇠l)⌃(⇠)
�1)� 2NT (21)

+ T ln(
|⌃(⇠l)|
|⌃(⇠)| )

In addition, the l-th member of D in (12) is given by

@KLD(p(�|⇠l)||p(�|⇠))
@⇠

= Ttr

⇢
⌃(⇠)�1

@⌃(⇠)
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⇢
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⌃(⇠)�1

�
(22)

and from (11), the element of is

[ ]m,n = E�|⇠0
{⌫(�, ⇠m)⌫(�, ⇠n)}

=
|IT ⌦⌃(⇠0)|2

|IT ⌦⌃(⇠m)||IT ⌦⌃(⇠n)|

Z
e
3p(�|⇠0)d�

=
|⌃(⇠0)||⌃(⇠m)�1 +⌃(⇠n)�1 �⌃(⇠0)�1|

|⌃(⇠m)||⌃(⇠n)|
(23)

with

3 =� �H((IT ⌦⌃⇠m))�1 + (IT⌦
⌃(⇠n))

�1 � 2(IT ⌦⌃(⇠0))�1)�

Finally, C(L)

U�MSB
, C(L)

U�HCRB
, C(L)

U�MHB
, and C(L,J)

U�TTB
are

given by replacing (6), (21) - (23) into (8), (9), (10) and (13), in
which U stands stands for Unconditional.
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IV. NUMERICAL INVESTIGATION

Numerical results are presented in this section for a non-uniform
linear COLD array with N = 8 sensors. One narrowband far-
field source is located according to ✓0 = 60� and the polariza-
tion state parameters are given by ⇢0 = 30� and  0 = 45�.
Simulations are performed for T = 15 snapshots.

A. Analytical and numerical analysis of the derived lower

bounds

The aim of this part is to examine the usefulness of C(L)

MSB
,

C(L)

HCRB
, C(L)

MHB
and C(L,J)

TTB
to predict the SNR threshold. Us-

ing, (10), (11), (13) and (17), we plot the derived lower bounds
for the parameter !0 for both conditional and unconditional
models in Fig.2 and Fig.3, respectively. These figures show that
the derived bounds exhibit a threshold effect around �9dB. We
note also that the new proposed TTB provides a better prediction
of the SNR threshold as expected. Furthermore, for J < L, the
computational cost of the TTB is lower in comparison to the
MSB, HCRB and MHB. This is mainly due to the inversion of a
J ⇥ J matrix due to presence of the discrete transform matrix
W instead of the initial L⇥ L matrix inversion.

In Fig.4 and 5, we plot the TTB w.r.t. ! vs. SNR for different
polarization parameters  0 and ⇢0 in the conditonal case (the
same conclusion are noticed for the unconditional case). From
Fig.4, we notice that, no matter how  0 changes, the breakdown
point is approximately fixed for a given !0, meaning that the
effect of the polarisation state parameter  can be neglected
in designing the COLD array. In Fig.5 we focus on the effect
of ⇢, in which, this figure shows that, for a different value of
polarization parameter ⇢ and for a fixed SNR, the higher the
⇢0 is, the better are the performances (w.r.t. the MSE in the
asymptotic region but also breakdown point).

B. Frequency test-bins and their effect on the TTB

One notes that increasing the number of sensors or test-points
may improve the tightness of the bounds. This is also same
for frequency-bins. However, this improvement comes at the
expense of computational complexity. Considering there is an
intuitive link between the performance of threshold prediction
and the sequence of frequency test-bins. We give a sub-optimal
method to design an optimal index of frequency test-bins in
order to overcome an exhaustive search by computer over all
possibilities. First, place only one frequency test-bin by mini-
mizing the threshold SNR with respect to J positions. Second,
iterate the first step by placing the n-th frequency test-bin at once
sequentially until n = L with respect to J � n+ 1 remaining
positions. To illustrate and compare the accuracy and usefulness
of the aforementioned approach, two numerical examples for
TTB are obtained: case 1- With the same number of test-points
L = 32, one notice that our sub-optimal method yields a very
good agreement when compared with the searching solution
performed by computer, as shown in Fig.6. Furthermore, this
figure also shows us that increasing the number of frequency
test-bins gives a considerable improvement in the SNR threshold
prediction; case 2- In Fig.7, with the same number of test-points
and frequency test-bins L = J = 32, the threshold prediction
of optimal index is nearly 1dB better than the sequential one,
which means that the index of frequency test-bins has an im-
portant effect on minimizing the ambiguity region threshold.

Fig. 2: Lower bounds on the mean square error (conditional
case) w.r.t. ! for NULA-COLD array (L = J = 8).

As the number of snapshots T increases, this advantage will
be more apparent. Consequently, we notice that the proposed
method with low complexity is useful for a threshold prediction
problem, especially for the sensor arrays with large test-points.

C. Designing a COLD array : Resolution factor vs threshold

SNR

To better comprehend the system performance w.r.t the resolu-
tion factor (RF) and the threshold SNR as a function of array
geometry we consider Fig.8 in which we compare all possible
configuration for N = 8 and a given aperture A = 23 (more
precisely, such context gives 74613 possible sensor array con-
figurations). The term resolution factor is the minus curvature
of the magnitude squared of the beampattern at the peak of its
mainlobe and is determined by the array geometry [26] as:

RF =
8d2⇡2

N2�2
dT

N
(NIN � 1N )dN

in which dN = [d1, . . . , dN ]T denotes the N⇥1 vector of array
element index locations.

In general, we would like the threshold SNR to be as small as
possible and the RF to be as large as possible [26]. We see that
the best performance is achieved at the upper-left corner of the
distribution given in Fig.8, where there is a tradeoff between
resolution and threshold prediction.

As an example, eight types of array configuration are considered,
as shown in Table 1. From comparison of simulation results, one
can further notice that: 1) For the same array aperture and same
number of sensors, the SNR threshold prediction and resolution
factor are greatly affected by the array geometric configuration.

2) The configuration that puts two sensors at the extremity and
the rest in the middle has the worst performance for resolution
factor; Contrary, places two average parts of sensors on both
sides seems to be the best geometry configuration (at least, it is
the case for N = 8 and A = 23 sensors). From example, Type
1 to Type 4 arrays, which have the good performance for the
threshold SNR, are nearly 3dB better than the relatively poor
performance of type 7 and type 8, where this is due to the sensor
geometry configuration.
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Fig. 3: Lower bounds on the mean square error (unconditional
case) w.r.t. ! for NULA-COLD array (L = J = 8).

Fig. 4: TTB on the mean square error (conditional case) w.r.t.
 for NULA-COLD array. (L = J = 8)

Fig. 5: TTB on the mean square error (conditionalc case) w.r.t.
⇢ for NULA-COLD array. (L = J = 8)

Fig. 6: Comparisons of different number of frequency test-bins
for TTB threshold prediction with test-points L = 32.

Fig. 7: Comparisons of different index of frequency test-bins
for TTB threshold prediction with test-points L = 32, frequency
test-bins J = 32.

Fig. 8: Comparisons of different array geometric configurations
for resolution factor w.r.t. SNR threshold predicted by the TTB
(conditional case: N = 8, A = 23).
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Array Type Geometric Configuration Resolution Factor Threshold SNR
Type 1 • • � � � • � � � • � � � • � • � � � � � • �• among the best configuration
Type 2 • � • � • � � � � � • � • � � • � � � � • � �• among the best configuration
Type 3 • � • � • � � � � � • � • � � • � � • � � � �• the best configuration
Type 4 • • � � � • � � � • � � � • � • � • � � � � �• among the best configuration
Type 5 • • • • � � � � � � � � � � � � � � � � • • •• the best configuration
Type 6 • � � � � � � � � • • • • • • � � � � � � � �• the worst configuration
Type 7 • • � � � � � • � � � � � � • � • � • � � � •• among the worst configuration
Type 8 • � • � � � � • � � � • � • � � • � � � � � •• among the worst configuration

Table 1. Different array geometric configurations among the 74613 possibilities for N = 8 and A = 23(• and � represent the
position of sensor and missing sensors, respectively.)

V. CONCLUSION

In this paper, we derive explicit closed-form expressions of dif-
ferent deterministic lower bounds on the mean square error for
the so-called non-uniform linear co-centered orthogonal loop
and dipole arrays in a passive polarization source localization
context. Taking advantage of these expressions, we analyse
and characterize the performances in the asymptotic region and
non-asymptotic region in terms of breakdown point prediction
for the conditional and unconditional observation models. Fi-
nally, numerical simulations show the effect of each polarization
parameters and the array geometry on the optimal designing
strategy.

VI. APPENDIX

The general case of the CRB, i.e., in the case of 2⇡Asl

�
= Lsd

is given as
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4
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2-D Steady-State Heat Transfer Prediction in 
Rotating Electrical Machines Taking into account 

Materials Anisotropy: Thermal Resistances 
Network, Exact Analytical and Hybrid Methods 

Kamel Boughrara and Frédéric Dubas 
 

Abstract− This paper presents two-dimensional (2-D) thermal resistances network (TRNM), exact analytical (AM) and 
hybrid (HM) methods for calculating steady-state temperature and heat flux distribution in rotating electrical machines 
considering materials anisotropy (i.e., different thermal conductivities in both directions). They are based on the thermal 
equivalent circuit (TEC), the improved exact subdomain (SD) technique where the solution and thermal conductivities depend 
on both directions (r, θ) and the coupling between the two methods. TRNM is known as a semi-analytical method that can 
predict the heat transfer in the machine in less time than finite element method (Fem). The implementation of TRNM by 
considering the difference between the thermal conductivities in (r, θ) using its equivalence with Fem is presented. The SD 
technique is improved to consider the difference between thermal conductivities in the directions (r, θ). It is known that the 
SD technique with non-homogeneous boundary conditions (BCs) is very sensitive to the dimensions of SDs where the 
harmonics number and the accuracy are lower in small subdomains. Hence, the HM from the TRNM and AM is given to 
answer these inaccuracies especially in electrical machines with a high number of stator slots and rotor poles. The heat sources 
are volumetric power losses due to hysteresis, eddy-current, Joule losses and windage losses in all the regions of the machine 
obtained by a simplified method. The studied problem is conductive with conductive interface conditions (ICs) and convective 
heat transfer between the machine and the external air and at the rotor internal air. The semi-analytical results are compared 
between them as well as with those obtained by Fem. 

Keywords−Anisotropic materials, conductive heat transfer, convection, exact subdomain technique, thermal resistances 
network. 

 

NOMENCLATURE 

 

I. INTRODUCTION 

Thermal modeling is used to design the insulation system of 
electrical machines. Currently, the Fem and TEC are the most 
used methods [1]-[6]. Some of them take into account materials 

anisotropy especially in the z-direction with a three-
dimensional (3-D) study. Recently, Boughrara et al. (2018) [7] 
introduced a new 2-D exact SD technique able to predict 
steady-state heat transfer in rotating electrical machines without 
considering the anisotropy of thermal conductivities. This 
model is based on the Dubas’ superposition technique [8]-[9] 
developed for the prediction of the magnetic field in air- or iron-
cored coil. This method is very accurate and can be used for 
different topologies of synchronous and asynchronous 
machines. 

The thermal modeling of electrical machines using TEC in 
steady-state and/or transient is fast with acceptable accuracy 
compared to Fem and AM, especially when the number of 
nodes and thermal resistances is low. TRNM is more accurate 
than TEC with higher time consumption [10]-[11]. However, in 
reality, it is not widely used for thermal design. The numerical 
thermal model is used in a second stage of the design to verify 
the temperature distribution given by semi-analytical methods. 
In various methods, the power losses are used as heat sources 
or coupled directly to electromagnetic analysis. Fem is also 
used with computational fluid dynamics to model convective 
problems inside the electrical machine and the different type of 
cooling. Recently, there are a few references that used an HM. 
TRNM of the stator and rotor are coupled to an exact AM only 
in the air-gap [10]-[11]. 

In this paper, we present three semi-analytical methods, viz., i) 
TRNM, ii) AM and iii) HM. TRNM is considered as Fem where 
the steps of meshing, materials definition with different thermal 
conductivities in the directions (r, θ), elementary matrix/vector 
and introduction of BCs exist. The model presented in [7], 
based on the exact SD technique, is improved to consider the 
materials anisotropy in the directions (r, θ) for the prediction of 

TRNM Thermal Resistances Network Method. 
AM Analytical Method. 
HM Hybrid Method. 
TEC Thermal Equivalent Circuit. 
Fem Finite element method. 
SD 
BCs 
PM 
PDEs 
ICs 

Subdomain. 
Boundary Conditions. 
Permanent Magnet. 
Partial Differential Equations. 
Interface Conditions. 
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steady-state temperature and heat flux in rotating electrical 
machines. AM is suitable for the SDs with high dimensions 
where the harmonics number can be high to achieve very good 
accuracy.  

 

Fig. 1: Studied inset-PM machine [7]. 

This is the case of electrical machines with a low number of 
stator slots and rotor poles. In electrical machines with a high 
number of poles and stator slots, it is interesting to use the HM 
(i.e., the coupling between TRNM and AM) to simplify the 
thermal model and improve the accuracy. The used HM also 
considers the materials anisotropy. TRNM is used to model the 
stator slots and teeth SDs and rotor permanent-magnets (PMs) 
and teeth SDs while the AM is used to model the stator, rotor 
and air-gap. The coupling between TRNM and AM is achieved 
by using the discrete Fourier series at the ICs to satisfy the 
temperature continuity [12]. 

The developed semi-analytical methods are used to determine 
the heat transfer in inset-PM machines. Although, it is valid for 
most rotating electrical machines [7]. 

To determine the heat sources, a simple method is used in this 
paper to determine the power losses for the studied inset-PM 
machine [13]. Although, AM and magnetic resistances network 
method (MRNM) can be used [14]-[16]. The semi-analytical 
results are compared between them and with those obtained by 
Fem [17]. 

II. TEMPERATURE CALCULATION METHODS 

The steady-state heat transfer studied in this paper is conductive 
with volumetric power sources and convective at the ambient 
air and the rotor shaft. The model is adopted with the following 
assumptions: 
x The materials are considered anisotropic having different 

constant thermal conductivities in both directions without 
any variation with temperature; 

x The stator and rotor slots have radial sides; 
x The heat sources are volumetric, uniform and constant in 

each SD; 
x The radiation outside stator and inside the rotor is ignored; 
x The interfaces between all regions are considered perfect 

without any contact resistance. 

The analyzed inset-PM machine has 6-slots/4-poles [see Fig. 1]. 

A. Thermal Resistance Network Method (TRNM) 

The studied inset-PM machine is modeled using TRNM with 
the following steps: 

1- Meshing 

The step of meshing is performed in the same way as in Fem 
with the use of circular elements having a node in the middle of 
each element. First, we define 1ms �  radii � �wrs i  with i vary 

from 1 to 1ms �  and 1ns �  angles � �wt j  with j vary from 1 

to 1ns � . The number of nodes which is equal to the number 
of elements is 1ms nu . The numbering and coordinates of 
nodes are given by 

For i from 1 to ms  do 
For j from 1 to ns do 

( , ) ( 1)nods i j j i ns � � � ;                                              (1) 
( , )l nods i j ; 

� � � � � �1 ( 1) ( )cos
2 2

wrs i wrs i wt j wt jx l
� � � �§ · ¨ ¸

© ¹
;   (2) 

� � � � � �1 ( 1) ( )sin
2 2

wrs i wrs i wt j wt jy l
� � � �§ · ¨ ¸

© ¹
;   (3) 

end do 
end do 
 
In Fig. 2, we can show an example of mesh with 32 elements 
and nodes (i.e., 4ms   and 8ns  ). In this example, each 
element has a thickness of � � � �1wrs i wrs i� �  and opening 

of � � � �1wt j wt j� � . This example is introduced for clarity 
in the implementation of TRNM: 

> @310 . 30 60 90 120 150wrs �            (4) 

0 3. 5. 3. 7. 2
4 2 4 4 2 4

wt S S S S S SS Sª º « »¬ ¼
  (5) 

As it can be shown in (1), the numbering is done starting with 
1 in the θ-direction than after in the r-direction. From the two 
first radii, we have 8 elements and 8 nodes numbered from 1 to 
8 from right to left. The next two radii are numbered from 9 to 
16 and the same for the other radii. 

2- Connectivity Matrix 

From Figs. 2 ~ 4, we can show that the node 9 is connected to 
4 nodes (10, 1, 16, 17). This is the case for the entire mesh with 
elements having 4 thermal resistances. Supplementary nodes are 
added to the first and last radii to represent the BC between the 
stator and the external air and the rotor with the shaft. The 
connection between the nodes permits to obtain a matrix called 
connectivity matrix � �5,isks k  as in Fem. For internal elements 
that are not situated in the boundaries, we define the matrix 
isks as 

For i from 2 to 1ms �  do 
For j from 2 to 1ns �  do 

( , )k nods i j ; 

� � � �1, , 1isks k nods i j � ;                                              (6) 

� � � �2, ,isks k nods i j ;                                                   (7) 

� � � �3, , 1isks k nods i j � ;                                              (8) 

� � � �4, 1,isks k nods i j � ;                                             (9) 

� � � �5, 1,isks k nods i j � ;                                           (10) 
end do 
end do 
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Fig. 2: Example of meshing with circular elements. 
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Fig. 3: Thermal resistances of an element. 
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Fig. 4: TRNM representation of the example mesh. 
 

Boundary elements have some nodes without connectivity and 
the connectivity value is zero. Generally, two types of elements 
can be used in TRNM and can have 1, 2, 3, 4 or 5 nodes [see 
Figs. 3(a) and (b)]. The elements can have 4, 3, 2 or 1 thermal 
resistance. 

The thermal resistance for elements with 1 resistance can be 
radial or tangential. However, for elements with 4 thermal 
resistances, we have 2 radial and 2 tangential resistances. The 
element shown in Fig. 3 is used to represent thermal conduction 
[see Fig. 3(a)] and convection [see Fig. 3(b)] respectively. In 
this paper, the internal elements with a node in the center and 4 
thermal resistances are used to represent the thermal conduction 
by 

� �
� �

� � � �� �

2

1

1
lnln

1 1
2 2 1ir

r u r u

wrs iR
wrs iR

R
L wt j wt j Ll T l

§ ·�§ ·
¨ ¸¨ ¸ ¨ ¸

© ¹ © ¹  
' � �

           (11) 

� � � �
� �
� �

2

1

11 1
2 2 1ln ln

i

u u

wt j wt j
R

R wrs iL L
R wrs i

T

T T

T

l l

� �'
  

§ · § ·�
¨ ¸ ¨ ¸¨ ¸© ¹ © ¹

           (12) 

where rl  and Tl  are the thermal conductivity in the r- and T-

direction; 1R , 2R  and T'  are respectively the internal, the 

external radii and the opening of element; and uL  the axial 
length of the machine. 

The conductivity in anisotropic material is a tensor with 

> @ 0
0

r

T

l
l

l
ª º

 « »
¬ ¼

                               (13) 

It is interesting to note that the conductivities rTl  and rTl  are 
considered null for the studied machine. In polar coordinates, 
the thermal conductivity tensor > @l  can be obtained from the 
thermal conductivity tensor in Cartesian coordinates as [18] 

cos sin
sin cos

xx xyrr r

xy yyr

T

T TT

l ll l T T
l ll l T T
ª ºª º ª º

 « »« » « »�¬ ¼¬ ¼ ¬ ¼
            (14) 

                             
cos sin

.
sin cos

T T
T T

�ª º
« »
¬ ¼

 

It is important to note that Fem uses the Cartesian coordinate’s 
tensor for the thermal conductivity [17] and [19]. For this, the 
validation of the results considering the materials anisotropy in 
polar coordinates is done with TRNM and AM. 

The boundary elements [see Fig. 4] with 1 node at fixed 
temperature (viz., 70°C) represent the thermal convection 
resistance as follows 

� � � �� � � �
1

1 1rk
s u

R
h L wt j wt j wrs ms

 
� � �

             (15) 

� � � �� � � �
1

1 1rk
r u

R
h L wt j wt j wrs

 
� �

               (16) 

where sh  and rh  are respectively the convection coefficients 
at the external radius and at the shaft of the machine. 

In the proposed method, the Dirichlet’s condition (without 
convection) can be introduced by setting the thermal resistance 
of convection to zero. 

For the mesh example in Fig. 4, there are 48 equations 
corresponding to 48 elements and nodes. Each conductive 
element has an internal volumetric source of heat iP  and 
connected to four nodes. All elements can be represented 
similarly to equations of elements 1 and 2 by  

1 8 1 33 1 91 2
1

1 8 1 2 1 33 1 9r r r

T T T T T TT TP
R R R R R R R RT T T T

� � ��
 � � �

� � � �
      (17) 

2 3 2 34 2 102 1
2

2 1 2 3 2 34 2 10r r r

T T T T T TT TP
R R R R R R R RT T T T

� � ��
 � � �

� � � �
      (18) 
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The 16 equations of convection at boundaries are similar to 
those of elements 41 and 34, e.g., 

41 25

25 41

0
r

T T
R R

�
 

�
                                (19) 

34 2

2 34

0
r

T T
R R

�
 

�
                                (20) 

where 41 34 70T T C  q . 

In the case of Dirichlet's conditions, the thermal resistances of 
convection are fixed at infinity (i.e., 41 34R R  f ). A fixed 
heat flux BC can be considered. In this case, (16) and (17) can 
be modified as follows 

41 25
41

25r

T TP
R
�

                                (21) 

34 2
34

2r

T TP
R
�

                                (22) 

where 34P  and 41P  are imposed heat fluxes. The periodicity 
condition is satisfied by connecting nodes 1 and 8, 9 and 16, 17 
and 24, 25 and 32. 

3- Global Matrix 

The 48 equations are represented in matrix form � �48, 48gm  
without replacing the known temperatures at the BCs. The 
second member of the system represents the entire values of iP  

with a vector � �48f which represent the power losses in the 
machine. We begin the assembly gm with the internal elements 
of the conductive problem, then the equations of thermal 
convection at the rotor shaft and the stator ambient air. The 
introduction of BCs by convection is given by the thermal 
resistances and the fixed temperature (viz., 70°C) at the rotor 
shaft and the external air of the machine. The fixed 
temperatures are introduced into the global matrix and vector 
using high diagonal numbers in the global matrix and vector. 
These steps for constructing the global matrix are given in 
Appendix A. 

The global matrix and vector for the 48 unknown temperatures are 
solved by direct method. 

1.T gm f�                                      (23) 

The obtained solution vector � �48T  allows us to calculate the 
density of heat flux. The radial density of heat flux for each 
element can be calculated by 

� �� � � �

� �� �
4,

4,

4, , k isks k

kr kr isks k r

T T
q isks k k

S R R

�
 

�
            (24) 

� �� � � �

� �� �
5,

5,

5, , k isks k

kr kr isks k r

T T
q isks k k

S R R

�
 

�
            (25) 

The tangential density of heat flux for each element is obtained 
by 

� �� � � �

� �� �
1,

1,

1, , k isks k

k k isks k

T T
q isks k k

S R RT T T

�
 

�
            (26) 

� �� � � �

� �� �
3,

3,

3, , k isks k

k k isks k

T T
q isks k k

S R RT T T

�
 

�
           (27) 

where krS  and kS T  are respectively the surface of an element 
in the r- and T-direction. 

For the analyzed inset-PM machine with TRNM, 36ms  , 
360ns  , the total number of elements and nodes is 12,960. 

The number of additional nodes to consider convection heat 
transfer at the external radius is 360 and at the shaft is 360. The 
dimensions of the global matrix and vector are respectively 
13,680 13,680u  and 13,680 . 

B. Analytical Method (AM) 

1- Problem Description, Assumptions and Partial Differential 
Equations (PDEs) 

In this section, we have improved the AM developed in [7] to 
consider the materials anisotropy in both directions � �,r T . The 
machine is subdivided into 7 regions, viz., Region I for the air-
gap, Region IIj for the PMs, Region III for the stator yoke, 
Region IVi for the stator slots, Region V for the rotor yoke, 
Region VIj for the rotor teeth, and Region VIIi for the stator 
teeth. 

In steady-state, PDEs representing the temperature distribution 
in each region are given by 

x in Region I by 

2 2

2 2 2
er e

er eTI TI TI p
r r r r

Tl l
l

T
w w w

� �  �
w w w

              (28) 

where erl  and eTl  are respectively the thermal conductivities 

(in W mK ) of the air-gap in the r- and T-direction, and ep  is 

the windage loss density (in 3W m ). 

x in Regions IIj by 

2 2

2 2 2
mr m

j mr j j jTII TII TII Pm
r r r r

Tl l
l

T
w w w

� �  �
w w w

   (29) 

where mrl  and mTl  are respectively the thermal conductivities 

(in W mK ) of PMs in the r- and T-direction, and jPm  the 

power loss density of the jth Region II (in 3W m ). 

( )rq R r 

( )rq L r 
� �T g T 

0T'  

� �T f T 
 

(a) Non-homogenous BCs. 
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(b) Principle of superposition. 

Fig. 5: Region with non-homogenous BCs [7]. 

 
x in Region III by 

2 2

2 2 2
sr s

sr sTIII TIII TIII p
r r r r

Tl l
l

T
w w w

� �  �
w w w

             (30) 

where srl  and sTl  are respectively the thermal conductivities 
(in W mK ) of the stator yoke in the r- and T-direction, and sp  
the power loss density in the stator iron (in 3W m ). This power 
loss is considered uniform and constant in the whole stator iron. 

x in Regions IVi by 

2 2

2 2 2
sltr slt

i sltr i i iTIV TIV TIV Psl
r r r r

Tl l
l

T
w w w

� �  �
w w w

          (31) 

where sltrl  and sltTl  are respectively the thermal conductivities 
(in W mK ) of stator slot in the r- and T-direction, and iPsl  the 
Joule and proximity losses densities (in 3W m ). This power is 
considered uniform and constant in each stator slot. 

x in Region V by 

2 2

2 2 2
rrr

rr rTV TV TV p
r r r r

Tll
l

T
w w w

� �  �
w w w

             (32) 

where rrl  and rTl  are respectively the thermal conductivities 
(in W mK ) of rotor yoke in the r- and T-direction, and rp  the 

power loss density in the rotor iron (in 3W m ). This power loss 
is considered uniform and constant in the rotor iron. 

x in Regions VIj by 

2 2

2 2 2
ar a

j ar j j jTVI TVI TVI Pdr
r r r r

Tl l
l

T
w w w

� �  �
w w w

       (33) 

where arl  and aTl  are respectively the thermal conductivities 

(in W mK ) of rotor tooth in the r- and T-direction, and jPdr  the 

power loss density in the rotor tooth (in 3W m ). This power loss 
is considered uniform and constant in the rotor tooth. 

x in Regions VIIi by 

2 2

2 2 2
dsr ds

i dsr i i iTVII TVII TVII Pds
r r r r

Tl l
l

T
w w w

� �  �
w w w

    (34) 

where dsrl  and dsTl  are respectively the thermal conductivities 
(in W mK ) of the stator tooth in the r- and T-direction, and 

iPds  the power loss density in the stator tooth (in 3W m ). This 
power loss is considered uniform and constant in the stator 
tooth. 

Using > @l � ��q T , the heat flux density components (in 
W/m2) in polar coordinates are defined as 

� �,
r r

T r
q

r
T

l
w

 �
w

                            (35) 

� �,T r
q

r
T

T

Tl
T

w
 �

w
                           (36) 

where rl  and Tl  are respectively the thermal conductivities in 
the r- and T-direction. 

2- Temperature Solution in each SD 

The steady-state heat transfer in the inset-PM machine is 
studied using the improved 2-D exact SD technique presented 
in [7]. The general solutions of the above PDEs in non-
homogenous BCs [see Fig. 5(a)] are deduced by applying the 
superposition principle [8]-[9] [see Fig. 5(b)] and using the 
Fourier’s series as well as the separation of variables method. 
The Laplace’s equations in Region I, III and V have 
homogeneous BCs and Region II, IV, VI and VII present non-
homogeneous BCs. The solution of Laplace's equation 

� � � � � �
2 2

2 2 2, , , 0r
rT r T r T r

r r r r
Tll

T l T T
T

w w w
� �  

w w w
     (37) 

Using the separation of variables method by replacing 
� � � � � �, ,T r R r rT T 4  gives 

� �

� �

� �

� �

2
2

2
2

rr

d R rdR r
rr

dr dr
R r R r

ll
P�  and/or 2P�           (38) 

� �

� �

2

2
2

d
dT

T
l

T P
T

4

�  
4

and/or 2l�                    (39) 

where 2P  is positive constant. 

For a positive constant equal to 2P , the solutions are 

� �1 1. 2.r rR r C r C r
P P
l l

�

 �                     (40) 

� �1 3sin 4cosC C
T T

PT PTT
l l

§ · § ·
4  �¨ ¸ ¨ ¸¨ ¸ ¨ ¸

© ¹ © ¹
            (41) 

For a negative constant equal to 2P� , the solutions are 

� � � � � �
2

ln ln
1.cos 2.sin

r r

r r
R r E E

P P

l l

§ · § ·
 �¨ ¸ ¨ ¸¨ ¸ ¨ ¸

© ¹ © ¹
       (42) 

� �2 3sinh 4coshE E
T T

PT PTT
l l

§ · § ·
4  �¨ ¸ ¨ ¸¨ ¸ ¨ ¸

© ¹ © ¹
             (43) 

For the constant equal to zero, the solutions are 

� � � �3 1 2lnR r B B r �                             (44) 
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� �3 1. 2A AT T4  �                                 (45) 

In Region I, III and V with the homogenous BCs and periodicity 
equal to 2S , the constant A1=0 and n TP l  (with n is a 
positive integer). The periodic regions II, IV, VI and VII in the r- 
and θ-direction with the non-homogeneous BCs have the 

constant A1=0 and 
n
a T
SP l  in the θ-direction for PMs 

region where a is the PM-opening angle and 
2

1

ln
r

n
r
r

SP l 
§ ·
¨ ¸
© ¹

 in 

the r-direction. The particular solution of Poisson’s equations 
(28) to (34) in each SD is given by 

2 4p rT pr l �                                      (46) 

where p is a volumetric constant power loss in each SD. 

The solution of (28) in the air-gap with the homogenous BCs is 
given for each harmonic n by 

� �
� � � � � � � �3 3 1 1, ,

,
p

R r r R r r
TI r

T
T T

T
4 � 4

 
��

        (47) 

and can be written as 
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L

L

 (48) 

where e e erTW l l , and pe the windage loss in the air-gap. 

The solution of (29) in Region IIj with the non-homogenous 
BCs is given for each harmonic by 

� � � � � � � � � � � �3 3 1 1 2 2, , ,
j

p

R r r R r r R r r
TII

T
T T T4 � 4 � 4

 
��

    (49) 

and can be reduced using BCs presented in Fig. 5 as 
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where k
kfr
gg
S

 , ln m

r

R
gg

R
§ ·

 ¨ ¸
© ¹

, m
mfra
a
S

 , 1
2j j
aa gT  � , 

2
2j j
aa gT  � and m m mrTW l l . 

The stator yoke represented by Region III has homogenous BCs 
and the solution of (30) is given by 
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where s s srTW l l . 

The sQ  stator slots represented by Region IVi has non-
homogenous BCs, the solution of (31) is given by 
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The rotor yoke represented by Region V has homogenous BCs, 
the solution of (32) is given by 
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where r r rrTW l l . 

 

Fig. 6: Distribution of AM and TRNM regions in the HM (air-gap zoomed). 
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In Region VIj with the non-homogenous BCs, the solution of 
(33) is given by 
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where m
mfrb
b
S

 , 1
2j j
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dr dr drrTW l l . 

In Region VIIi representing the stator teeth with iPds  power 
losses, we have 
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where 1
1

k
kfs
ff
S

 , 4ln
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d
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2
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ddT J �  and ds ds dsrTW l l . 

The anisotropy coefficient can be defined as 

rT\ l l                                            (56) 

3- ICs and their Development 

To determine the unknown coefficients of temperature in each 
SD, there are 18 ICs, viz., 14 ICs are in the θ-direction and 4 
ICs in the r-direction [7]. The development of ICs permits to 
obtain an equations system whose unknowns are the 
coefficients of Fourier’s series solution in each SD. The solving 
of this system gives the temperature and heat flux distribution 
in the whole machine. 

For the studied inset-PM machine with the harmonics number 
in each SD: 40mml  , 40kkl  , 50mm  , 50kk   and 

200nn  , the dimensions of global matrix and vector are 

respectively 5,966 5,966u  and 5,966 . 

i

j
ϕij TRNM

AM

Interface

Rr

Region V  

Fig. 7: Heat flux density IC between TRNM and AM at rR . 

C. Hybrid Method (HM) 

It is well known that AM is more accurate with low 
computational time than TRNM. However, when the number 
of SDs is high (i.e., the ICs number in both directions is also 
high) and their dimensions are small, the harmonics number can 
be very low and then the accuracy of AM can be very low. This 
situation can be found in the case of inset-PM machine with 
high number of stator and rotor slots. For this, we propose in 
this paper to model the stator and rotor slots regions (also the 
stator and rotor teeth) with TRNM and the other regions with 
AM [see Fig. 6]. 

To release the coupling between AM and TRNM, nodes of 
coupling are added to TRNM presented in Section A at the radii 
separating the two methods (ICs between AM and TRNM at 

rR , mR , sR  and 4r ). 

For example, at the radius rR , the continuity conditions of AM 
are given by 

� � � �, ,r j rTV R TII RT T  (57) 

� � � �, ,r j rTV R TVI RT T  (58) 
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In the HM, the Region IIj and VIj are modeled by TRNM and 
Region V by AM. To satisfy the ICs (57) and (58), the nodes 
temperatures of TRNM at rR  are written as a 2S  periodic 
function using discrete Fourier series [12] as 
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where 2nn ns , kT  are the temperatures at the boundary 
nodes � �1, ,1nodb i  to � �1, ,nodb i ns  situated at � �1rR i   and 
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kT  the angular position of boundary nodes at the radius rR . It 
is important to note that nn is also the total harmonics number 
of the AM solution in the Region V. 

This Fourier series function permits to replace the ICs (57) and 
(58) by 

� � � �_,r TRNM RrTV R TT T                     (61) 

This above equation permits to get 3 equations as 
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To satisfy the heat flux density IC at rR , i.e., (59), each 
boundary node is considered receiving a radial heat flux ijI  
from the AM region [see Fig. 7] as [20]-[21] 
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where kT  is the angular position of interface nodes and dT  is 
half opening angle of an element equal to 0.5° (each element of 
TRNM has an angular opening equal 1° in TRNM). 

The development of (65) gives 
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In the HM, 21ms   and 360ns   with 11 radii for TRNM 
rotor region and 11 radii for TRNM stator region. The elements 
and nodes number of TRNM stator region is 3,600nsgs   and 
TRNM rotor region is 3,600nsgr  . In TRNM rotor region, we 
have added 2 boundaries additional nodes at � �1rR i   and 

� �11mR i   represented by vectors � �1,1,nodb j  and 

� �2,11,nodb j  where j varies from 1 to ns . For TRNM stator 

region, we have added 2 boundaries nodes at � �12sR i   and 

� �4 22r i   represented by vectors � �3,12,nodb j  and 

� �4,22,nodb j . The nodes of TRNM connected to the 4 

boundary nodes � �1,1,nodb j , � �2,11,nodb j , � �3,12,nodb j , 

� �4,22,nodb j  are � � � �1,Bdrti j nods j , 

� � � �10,Bdrto j nods j , � � � �12,Bdsti j nods j  and 

� � � �,Bdsto j nods ms j  respectively. The total elements and 
nodes number of TRNM mesh considering the nodes number at 
the 4 BCs is equal to 8,640nsgb  . There are 3 AM regions in 
the HM where each AM region necessitates 2 4 nn� �  
unknowns. The total nodes number of TRNM regions and AM 
regions is 1 10,806nsgb  . 

After defining the nodes connectivity as described in Section 
A, the assembly of the global matrix from TRNM and AM is 
performed. We start with the TRNM nodes representing the 
rotor slots and teeth. The introduction of equations (62) to (64) 
in the global matrix gm  is performed as given in Appendix B. 

There are 360 equations (66) to be introduced in the global 
matrix depending on the number of boundary nodes at rR . The 
equations (62) to (64) and (66) related to the ICs (57) to (59) at 

rR  have been introduced in the global matrix gm and the 
global vector f of the HM. The coupling is performed between 
the AM temperature of rotor � �,TV r T  (53) and TRNM at rR . 

In the same way, the coupling between � �,TI r T  (48) and rotor 

TRNM at mR  and sR , and the coupling between � �,TIII r T  
(50) and stator TRNM at 4r  can be established and assembled 
to the global system. The introduction of convection heat 
transfer at the external radius and shaft is done using AM. 

 
TABLE. I 

PARAMETERS OF STUDIED INSET-PM MACHINE. 

Symbol Parameters Value 

Brm Remanence flux density of PMs 1.3 T 
μrm Relative permeability of PMs 1.0277 

Nc Number of conductors per stator slot 23 
Im Peak phase current 7 A 
Qs Number of stator slots 6 
c Stator slot-opening 30 deg. 
a PM-opening 40 deg. 
p Number of pole pairs 2 

Rext Radius of the external stator surface 110 mm 
r4 Outer radius of stator slot 97 mm 
Rs Radius of the stator inner surface 80.5 mm 
Rm Radius of the rotor outer surface at the PM 79.7 mm 
Rr Radius of the rotor inner surface at the PM 73 mm 
g Air-gap length 0.8 mm 

Lu Axial length 40 mm 
Ω Mechanical speed 500 rpm 

 
TABLE. II 

PARAMETERS OF THE THERMAL MODEL. 

Symbol Parameters Value 

λe Thermal conductivity of air-gap 0.03 W/(m K) 
λa Thermal conductivity of air 0.03 W/(m K) 

λm Thermal conductivity of PMs 9 W/(m K) 
λs Thermal conductivity of stator iron 55 W/(m K) 
λr Thermal conductivity of rotor iron 55 W/(m K) 
λsl Thermal conductivity of stator slot coil 1.73 W/(m K) 
ps Stator core losses 4.07 W 
pr Rotor core losses 0.31 W 
pm PM losses 7.94 W 
psl Stator slot losses 18.12 W 
Pe Windage losses in the air-gap 5 W 
hr Convection coefficient inside the rotor 100 W/(m2 K) 

Tint Temperature inside the rotor 70 ˚C 
hs Convection coefficient outside the stator 100 W/(m2 K) 

Text Temperature outside the stator 70 ˚C 
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\  Anisotropy coefficients 0.5/1/1.5 

III. TEMPERATURE AND HEAT FLUX RESULTS 

The parameters and dimensions of the studied inset-PM 
machine are given in Table I. The machine has a simple 
distributed 4 poles winding. The power losses of the inset-PM 
machine at 500 rpm as well as the thermal conductivities, 
convection coefficients and ambient temperatures used in the 
thermal model are listed in Table II. The harmonics number of 
AM is 200nn  , 50mm  , 50kk  , 1 40mm   and 1 40kk  
. These harmonics numbers provide very good accuracy 
compared to Fem with a reasonable computation time. The 
average elements and nodes number of the Fem calculation [15] 
are respectively 109,168 and 55,484. 

A. TRNM Results Without Materials Anisotropy and 
Validation with Fem 

For the 6-slots/4-poles inset-PM machine, the temperature 
distribution at speed of 500 rpm in the whole machine without 
taking into account the materials anisotropy is shown in Fig. 8. 
We can observe that the temperature is higher inside the stator 
slots where power loss is higher [see Table II]. The directions of 
heat flux are represented with vectors oriented to inside and 
outside the machine. This is due to convections coefficients 
imposed outside and inside the machine. In the middle of the air-
gap, the distribution of temperature and heat flux components 
calculated by the developed TRNM and Fem using the 
parameters and power losses in Table II are given in Fig. 9. 

 

Fig. 8: Temperature and flux distribution obtained using Fem. 

 

(a) 

 

(b) 

 

(c) 

Fig. 9: Temperature and heat flux components distribution in the 
air-gap at the radius 80.05 mm. 

 

(a) In the θ-direction at 76.77 mm. 

 

(b) In the r-direction at 45.5 degrees. 

Fig. 10: Temperature in the middle of the first PM. 

 

(a) In the θ-direction at 87.72 mm. 
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(b) In the r-direction at 30.5 degrees. 

Fig. 11: Temperature in the middle of the first stator slot. 

To show the ability of the TRNM to predict the temperature 
distribution in the PMs and the stator slots, the temperature curves 
in the θ- and r-direction obtained using TRNM are shown in 
Figs. 10 ~ 11 and compared with Fem. The TRNM results are in 
good agreement with the Fem results. A small difference exist 
between TRNM and Fem results in the PM region. This difference 
is due to the meshing of machine which can be improved as done 
in TRNM [22]-[23]. A parametric analysis with variation of the 
convective coefficients sh  and rh  is also performed. Fig. 12 
shows the temperature and heat flux distribution in the inset-PM 
machine when the convective coefficients � �220sh W m K �  

and � �2100rh W m K � . The vecors of heat flux are oriented to 
inside and outside the machine. It can be seen that the heat flux 
oriented to inside the rotor is higher than the heat flux oriented to 
outside the stator. The corresponding air-gap temperature 
distribtion is shown in Fig. 13. It can be observed that the 
temperature is higher than in the case with � �2100sh W m K � . 

For the case with � �220rh W m K �  and � �2100sh W m K �

, Figs. 14 ~ 15 show the temperature distribution in the machine 
obtained using Fem and temperature distribution in the middle of 
the air-gap obtained using the developed TRNM and Fem. It can 
be seen from Fig. 14 that the heat flux oriented to outside the 
stator is higher than the heat flux oriented to inside the rotor. 
Also, in this case, the TRNM results are very close to those of Fem. 
The variation of the temperature in the middle of the PM and stator 
slot when the convective coefficients sh  and rh  varies is shown 
in Figs. 16 ~ 17. The comparison of the TRNM results with those 
obtained by Fem confirms the validity of the proposed TRNM to 
predict the temperature and heat flux distribution in the inset-PM 
machine with a very good accuracy. 

 

   
Fig. 12: Temperature distribution and heat flux in the inset-PM machine 

for � �220sh W m K �  and � �2100rh W m K � . 

 
Fig. 13: Temperature distribution in the middle of the air-gap 

for � �220sh W m K �  and � �2100rh W m K � . 

   
Fig. 14: Temperature and heat flux distribution in the inset-PM machine 

for � �220rh W m K �  and � �2100sh W m K � . 

 
Fig. 15: Temperature distribution in the middle of air-gap 

for � �220rh W m K �  and � �2100sh W m K � . 

 

(a) Temperature at the center of the first PM. 
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(b) Temperature at the center of the first stator slot. 

Fig. 16: Temperature variation with varying sh and � �2100rh W m K �  
in a point at the center of PM and stator slot. 

 

(a) Temperature at the center of the first PM. 

 

(b) Temperature at the center of the first stator slot. 

Fig. 17: Temperature variation with varying rh  and � �2100sh W m K �  
in a point at the center of PM and stator slot. 

B. AM Thermal Results with Materials Anisotropy and 
Validation with TRNM 

The distribution of temperature and heat flux components in the 
middle of the air-gap obtained with AM and TRNM taking into 
account the materials anisotropy is shown in Fig. 18. We can 
observe a very good agreement between the AM and TRNM 
results. The temperature distribution in the middle of the first 
PM and the stator slot in the θ- and r-direction [see 
Figs. 19 ~ 20] obtained analytically and with TRNM confirm 
the accuracy of the proposed AM. Again, we can show a small 
difference due to the mesh size adopted in TRNM. 

When the cooling outside the inset-PM machine is not sufficient, 
i.e., � �220sh W m K � , the heat is not evacuated and the 
temperature is very high in the air-gap [see Fig. 21]. The same 
observation can be done in the case of insufficient cooling in the 
rotor shaft with � �220rh W m K �  [see Fig. 22]. In this case, the 
rotor temperature is high but lower than the case of low value of 

sh . The variation of temperature in the middle of the first PM and 
the stator slot with the convection coefficient sh  and rh  is shown 
in Figs. 23 ~ 24. Those curves are very important for the design of 
stator winding insulation and PMs whose characteristics depend on 
temperature. 

 

(a) 

 

(b) 

 

(c) 

Fig. 18: Temperature and heat flux components distribution in the 
middle of the air-gap. 

 

 

(a) In the θ-direction. 

 

(b) In the r-direction. 
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Fig. 19: Temperature distribution in the middle of the first PM. 

 

(a) In the θ-direction. 

 

(b) In the r-direction. 

Fig. 20: Temperature in the middle of the first stator slot. 

 
Fig. 21: Temperature distribution in the middle of the air-gap 

for  � �220sh W m K �  and � �2100rh W m K � . 

 
Fig. 22: Temperature distribution in the middle of the air-gap 

for  � �220rh W m K �  and � �2100sh W m K � . 

 

(a) Temperature at the center of the first PM. 

 

(b) Temperature at the center of the first stator slot. 

Fig. 23: Temperature variation with varying sh  and � �2100rh W m K �  

in a point at the center of PM and stator slot. 

 

(a) Temperature at the center of the first PM. 

 

(b) Temperature at the center of the first stator slot. 

Fig. 24: Temperature variation with varying rh  and � �2100sh W m K �  
in a point at the center of PM and stator slot. 

C. HM Thermal Results and Validation with TRNM and 
Fem 

It is not easy to use AM in heat transfer prediction for rotating 
electrical machines with high number of stator slots and rotor 
poles. The ICs in the r- and θ-direction are important and the 
dimensions of SDs are small, requiring a small harmonics 
number and thus lower accuracy. For this, it is appropriate to use 
HM. In this section, we apply the HM in both cases, with 
isotropic and anisotropic materials. For isotropic materials, the 
validation of results can be performed with Fem. 

1- Isotropic Materials 

The temperature and heat flux distribution in the middle of the 
air-gap is shown in Fig. 25. The HM results are very close to 
those from Fem. The temperature distribution in the θ- and r-
direction in the middle of the first PM and the first stator slot is 
shown in Figs. 26 ~ 27. The accuracy of HM is established also 
in those SDs where it is important to know the heat transfer for 
the insulation design. A small difference can be observed in the 
PM region between HM and Fem. The mesh size of the TRNM 
rotor has affected the HM results. For this, it is necessary to 
optimize the TRNM parts using them in HM. 
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The effect of cooling outside the inset-PM machine and inside 
the rotor shaft is represented with the convective coefficients sh  

and rh  respectively. In Fig. 28, for � �220sh W m K �  which 
is small, we represent the temperature distribution in the middle 
of the air-gap. The temperature is higher compared to

� �2100sh W m K � . 

For � �220rh W m K �  compared to � �2100rh W m K � , the 
temperature distribution in the air-gap [see Fig. 29] is higher than 
the case with � �2100rh W m K � . Low values of convective 
coefficients represent a barrier for heat transfer outside the stator 
and inside the rotor. 

 

(a) 

 

(b) 

 

(c) 

Fig. 25: Temperature and heat flux components distribution in the 
middle of the air-gap. 

 

 

(a) In the θ-direction. 

 

(b) In the r-direction. 

Fig. 26: Temperature in the middle of the first PM. 

 

(a) In the θ-direction. 

 

(b) In the r-direction. 

Fig. 27: Temperature in the middle of the first stator slot. 

 
Fig. 28: Temperature distribution in the middle of the air-gap 

for � �220sh W m K � and � �2100rh W m K � . 

 

 
Fig. 29: Temperature distribution in the middle of the air-gap 

for � �220rh W m K � and � �2100sh W m K � . 
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2- Anisotropic Materials 

In the analysis of heat transfer in the inset-PM machine taking 
into account the materials anisotropy, TRNM is used for the 
validation of results. This is due to Fem which use Cartesian 
representation of thermal conductivities [17] and [19]. For the 
dimensions and parameters of the studied machine [see Tables I 
and II] and an anisotropy coefficient equal to 0.5, we represent 
on Fig. 30 the distribution of temperature and heat flux in the 
middle of the air-gap. It can be seen that the temperature in the 
air-gap is higher than in the case of isotropic materials and the 
comparison between the two methods gives very good 
agreement. It is important to note that the anisotropy coefficient 
of materials is applied for rotor and stator iron, slots and PM 
without air-gap. 

A parametric study is performed in this section as a function of 
the anisotropy coefficient (viz., \  0.5, 1, 1.5). When 1\  , 
the materials are isotropic and when 0.5\   the tangential value 
of thermal conductivity is smaller than the radial value. For 

1.5\  , the tangential thermal conductivity is higher than the 
radial conductivity. The temperature distribution at the middle of 
the air-gap, the middle of the PM and the middle of the stator slot 
for different values of \  is shown in Figs. 31 ~ 33. It can be 
observed that the heat transfer in the machine is better when the 
tangential thermal conductivity of materials is higher than the 
radial conductivity. In this case, the temperature is lower. This 
remark is valid for the studied case where all materials of the 
machine have the same anisotropy coefficient, which is not true. 
A more realistic study should take into consideration consider the 
real values of thermal conductivity anisotropy in each region 
(i.e., slots, stator and rotor iron cores, PM). Moreover, it is 
important to note that the conductivity in the z-direction of 
rotating electrical machines is mostly affected by materials 
anisotropy and a 3-D study is appropriate. 

 

(a) 

 

(b) 

 

(c) 

Fig. 30: Temperature and heat flux components distribution in the 
middle of the air-gap. 

 

 
Fig. 31: Temperature distribution in the middle of the air-gap using HM. 

 
(a) 

 
(b) 

Fig. 32: Temperature in the middle of the first stator slot using HM. 
 

 
(a) 
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(b) 

Fig. 33: Temperature in the middle of the first PM. 

IV. CONCLUSION 

The prediction of heat transfer in rotating electrical machines is 
usually performed using TEC and Fem. Recently, AM and 
TRNM have been introduced. In this paper, we have proposed 
an improved 2-D AM based on the exact SD technique, TRNM 
and HM for the prediction of steady-state temperature and heat 
flux components in an inset-PM machine with the materials 
anisotropy of thermal conductivity. The models are valid for 
most rotating electrical machines and allow the heat transfer in 
the electrical machine to be determined with very good 
accuracy. In the AM, the EDPs representing heat transfer in the 
electrical machine were solved using the separation of variables 
method with the thermal conductivity anisotropy in both 
directions (viz., r and θ). The implementation of TRNM in 
terms of mesh size, connectivity matrix, global matrix and 
introduction of BCs is presented where its equivalence with 
Fem is highlighted. As in Fem, the accuracy of TRNM depends 
on the adopted mesh and the number of elements. 
For rotating electrical machines, AM can exhibit lower 
accuracy when the number of stator slots and poles is important. 
In this case, the number of ICs in the r- and θ-direction is 
important; the dimensions of SDs and the harmonics number 
are small. TRNM is an alternative to AM in these regions with 
small dimensions and the other regions can be modeled using 
AM. The coupling between the two methods in HM based on 
the discrete Fourier series is presented and validated with Fem 
and TRNM. All results obtained by AM, TRNM and HM are in 
good agreement with each other and with those obtained by 
Fem. 
 

APPENDIX A 

We start with the internal elements of the conductive problem 
example as: 

For k from 1 to 32 do 

� �
� �1,

1, (1, )
k isks k

gm k isks k
R RT T

 �
�

; 

� �
� �3,

1, (3, )
k isks k

gm k isks k
R RT T

 �
�

; 

� �
� �4,

1, (4, )
kr isks k r

gm k isks k
R R

 �
�

; 

� �
� �5,

1, (5, )
kr isks k r

gm k isks k
R R

 �
�

; 

� � � � � ��, (2, ) , (1, ) , (3, ) ..gm k isks k gm k isks k gm k isks k � �  

                       � � � ��.. , (4, ) , (5, )gm k isks k gm k isks k� � ; 
end do 
 

The equations of thermal convection at the rotor shaft are 
assembled in the global matrix gm  by 
 
For k from 33 to 40 do 

� �
� �5,

1, (5, )
kr isks k r

gm k isks k
R R

 �
�

; 

� � � �, (2, ) , (5, )gm k isks k gm k isks k � ; 
end do 

The equations of thermal convection at the ambient air are 
assembled in the global matrix gm by 

For k from 41 to 48 do 

� �
� �4,

1, (4, )
kr isks k r

gm k isks k
R R

 �
�

; 

� � � �, (2, ) , (4, )gm k isks k gm k isks k � ; 
end do 

The fixed temperature of 70 ˚C is introduced in the global 
matrix as in Fem by 

For k from 33 to 48 do 
� � � �, , 10 30gm k k gm k k E � ; 

� � � �10 30. 70 273.16f k E � ; 
end do 

APPENDIX B 

We start with the nodes of TRNM representing the rotor slots 
and teeth as 

For k from 1 to nsgr do 
       If k �Bdrti then 

          � �
� �1,

1, (1, )
k isks k

gm k isks k
R RT T

 �
�

; 

          � �
� �3,

1, (3, )
k isks k

gm k isks k
R RT T

 �
�

; 

         � � 1, (4, )
kr

gm k isks k
R

 � ; 

         � �
� �5,

1, (5, )
kr isks k r

gm k isks k
R R

 �
�

; 

      � � � � � ��, (2, ) , (1, ) , (3, ) ..gm k isks k gm k isks k gm k isks k � �  

                       � � � ��.. , (4, ) , (5, )gm k isks k gm k isks k� � ; 
       elif k �Bdrto then 

            � �
� �1,

1, (1, )
k isks k

gm k isks k
R RT T

 �
�

; 

            � �
� �3,

1, (3, )
k isks k

gm k isks k
R RT T

 �
�

; 

           � � 1, (5, )
kr

gm k isks k
R

 � ; 

           � �
� �4,

1, (4, )
kr isks k r

gm k isks k
R R

 �
�

; 

� � � � � ��, (2, ) , (1, ) , (3, ) ..gm k isks k gm k isks k gm k isks k � �  

                       � � � ��.. , (4, ) , (5, )gm k isks k gm k isks k� � ; 
           elif (k �  Bdrto) and (k �Bdrti) then 

                � �
� �1,

1, (1, )
k isks k

gm k isks k
R RT T

 �
�

; 

0.074 0.076 0.078
Radii (m)

116

117

118
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120

=1
=0.5
=1.5
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                � �
� �3,

1, (3, )
k isks k

gm k isks k
R RT T

 �
�

; 

                � �
� �4,

1, (4, )
kr isks k r

gm k isks k
R R

 �
�

; 

         � �
� �5,

1, (5, )
kr isks k r

gm k isks k
R R

 �
�

;        

� � � � � ��, (2, ) , (1, ) , (3, ) ..gm k isks k gm k isks k gm k isks k � �  

                       � � � ��.. , (4, ) , (5, )gm k isks k gm k isks k� � ; 
        end if 
end do 

The introduction of equations (62) to (64) in the global matrix 
gm is done as follow. (62) is introduced by 

� �1, 6 9 1gm nsgb nsgb nn� � �  �  

� � � �1, 5 8 ln rgm nsgb nsgb nn R� � �  �  
For j from 1 to ns do 
       k=nodb(1,1,j) 
       � � � �1, 1 2.�  gm nsgb k nn  
end do 

� �
211

4
r r

rr

q Rf nsgb
l

�  �         

(63) gives 

For n from 1 to nn do 

      � �
.

1 , 6 9.
rn

r

i

Rgm nsgb n nsgb nn n
R

W�
§ ·

� � � � �  �¨ ¸
© ¹

 

      � �1 , 5 8. 1gm nsgb n nsgb nn n� � � � �  �  
      For j from 1 to ns do 
            k=nodb(1,1,j) 

            � � � �cos .
1 , kn

gm nsgb n k
nn
T

� �   

      end do 
end do 
 

(64) is added to gm as 
For n from 1 to nn do 

      � �
.

1 , 6 11.
rn

r

i

Rgm nsgb nn n nsgb nn n
R

W�
§ ·

� � � � � �  �¨ ¸
© ¹

 

      � �1 , 6 10. 1gm nsgb nn n nsgb nn n� � � � � �  �  
      For j from 1 to ns do 

            k=nodb(1,1,j) 

            � � � �sin .
1 , kn

gm nsgb nn n k
nn
T

� � �   

      end do 
end do 
 

There are 360 equations (66) to be introduced in the global 
matrix depending on the number of boundary nodes at rR . 
They are given as 

For j from 1 to ns do 
       k=nodb(1,1,j) 

      � �� �
� �5,

1, 5,
isks k r

gm k isks k
R

  

      � �� � � �� �, 2, , 5,gm k isks k gm k isks k �  

      � � � �, 5 8. 2.u rrgm k nsgb nn L dl T� �  �  

       � � � �21 2.
2 r u rf k R L q dT �  

      For n from 1 to nn do 

           � �, 5 8.gm k nsgb nn n� � �   

           � �� � � �� �� �sin . sin .u rr r k kL n d n dl W T T T T� � � �  

           � �, 6 9.gm k nsgb nn n� � �   

           � �� � � �� �� �
.

sin . sin .
rn

r
u rr r k k

i

RL n d n d
R

W

l W T T T T
�

§ ·
� � �¨ ¸

© ¹
 

           � �, 6 10.gm k nsgb nn n� � �   

           � �� � � �� �� �cos . cos .u rr r k kL n d n dl W T T T T� � � �  

           � �, 6 11.gm k nsgb nn n� � �   

           � �� � � �� �� �
.

cos . cos .
rn

r
u rr r k k

i

RL n d n d
R

W

l W T T T T
�

§ ·
� � �¨ ¸

© ¹
 

      end do 
end do 
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I. INTRODUCTION 

The electric power grid has evolved greatly as technologies 
have refined with advancements in digital technologies and 
high-power demands. Power transformers connected across the 
grid allow the voltage levels of power lines to be raised and 
lowered, which saves a lot in terms of loss of electrical power, 
thus saving a lot of money [1]. However, the power transformer 
is one of the extremely expensive equipment connected over 
the grid. For this reason, companies, factories, and owners of 
electrical networks do not hesitate to spend many thousands of 
dollars on transformer maintenance and devices to protect its 
health integrity. Given that insulation systems in the 
transformers play a critical role in deciding the health index and 
service life of a transformer, high emphasis is laid on the 
transformer's insulation system [2]. In addition to protecting 
these important machines, the utility engineers need to have the 
condition of transformers assessed in order to prevent 
malfunction and avoid premature aging [3]. Different stresses 
including electrical, thermal, and chemical, accelerate the 
degradation of liquid and solid insulation in the transformers 
[4]. Different stress has a different effect on the nature of 
degradation, and this is attributable to the type of insulating 
material. Since the beginning of transformer technology, 

mineral oils with solid cellulose insulations are widely 
accepted. However, mineral oils are facing critiques due to their 
toxicity, low flashpoints as well as limited dielectric properties. 
The details of the same are elaborated by major authors [5, 6]. 

Therefore, alternative and biodegradable liquids, both natural 
and synthetic esters, are reported affirmatively for possible use 
in liquid-filled transformers [6-9]. The service behavior [10], 
paper degradation [11, 12], pre-breakdown behavior [13], 
liquid degradation [11, 14, 15] are reported affirmatively by 
various authors. In addition, the gassing tendency and influence 
of various faults on the gassing and definite liquid degradations 
have been widely reported by authors [16]. Various authors in 
different works mentioned above also reported the 
physiochemical behavior of the ester liquids. It is inferred that 
esters are hydrophilic at the outset and therefore exhibit a higher 
water saturation limit, improve hydrolysis rates and thus keep 
the cellulose insulation dry. This in turn improves the rate of 
degradation of cellulose in esters and reduces decay 
concentration in the liquids. Despite few limitations, 
phenomenal service and technical benefits outweigh these new 
liquids for high-voltage devices. However, there is a need to 
understand these new liquids' end-life behavior in order to 
rejuvenate, recycle or reuse phenomena. The reclamation 
aspects of mineral insulating liquids used in transformers and 
liquid-filled electrical apparatus is reported in the IEEE 
standard C57. 637 [2]. There is no established standard for the 
reclamation of ester liquids [2]. Nevertheless, various authors 
reported the regeneration of esters with various adsorbents. The 
details of the adsorbents are not well discussed in the existing 
literature. The factory dehydration and degassing process 
remain the same; the treatment temperature should be around 
70°C. High temperatures will influence the oxidation stability 
of the ester liquids and definitely have a notable impact on the 
weight of the available antioxidants in the bulk of the liquid [2]. 
To the best of the author's knowledge, this treatment 
temperature is not yet investigated by researchers or reported in 
the existing literature. Thus, this work aims to investigate the 
feasibility of fuller’s earth for regeneration of esters before the 
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Fullers Earth Treatment for Esters Liquids used in
  Power Apparatuses: Inferences and Arguments
Issouf Fofana, Yohan Bergeron, Marie-Pier Gagnon, Jonathan Tremblay, Luc Loiselle, Kouba Marie Lucia Yapi,

  and Ungarala Mohan Rao

Abstract−Insulating  Liquids  are  widely  used  for  their  electrical  and  thermal  properties  in  power  apparatuses,
particularly  at  the  level  of  liquid-filled  transformers.  With  the  shift  in  engineering  aspects  towards  sustainable
development, it is important to find a sustainable solution with ecofriendly nature. Therefore, alternative (biodegradable)
liquids are of high importance in the global transformer communities. In the present study, the alternative dielectric
fluids (ester-based) feasibility for potential regeneration with Fuller’s earth is investigated. The experimental results are
confined to the reclamation temperature as well as the ratio of Fuller's earth (the sorbent) and the liquid. A suitable
laboratory treatment apparatus is designed and is adopted in this study. Promising measurements to comment on the
effectiveness of the treatment have been performed at controlled treatment temperature and sorbent-liquid ratio with
the ASTM 7150-13 as a reference norm. The results of this study allowed 80°C and 1 g/30 ml as affirmative conditions
for  the  present  experimental  conditions.  Diagnostic  measurements  include  turbidity,  particle  counter,  and  UV
spectrophotometry  before  and  after  treatments.  It  is  inferred  that  fuller’s  earth  is  not  a  promising  sorbent  for  the
reclamation of  ester liquids.

Keywords−Transformer, Dielectric Liquid, Esters, Regeneration.



 

 

new adsorbents or absorbents are investigated.  

In the authors' recent work [17], the ability and influence of 
ester to generate the decay particles viz. soluble particles and 
colloidal particles have been investigated for sludge monitoring 
in these new liquids. It is found that esters generate less sludge 
or colloids and have high scope for the generation of soluble 
decay particles. However, it is an argument that ester dissolves 
sludge after a generation or does not generate any sludge with 
degradation. Therefore, in this work, the potential of the widely 
accepted sorbent for transformer oils that is Fuller’s earth has 
been identified as the subject. A large number of papers have 
reported the reclaiming of damaged insulating mineral oils. The 
processes used were re-refining with chemicals [18] activated 
alumina or Fuller's earth [19].The performance of Fuller’s earth 
has been verified under selected conditions adopted for the 
treatment of the ester liquids in comparison to mineral oils.  The 
laboratory-aged liquids are filtered using Fuller’s earth at 
different treatment temperatures and different sorbent-liquid 
ratios to understand the effectiveness of the treatment. It is 
inferred that Fuller’s earth is not a potential sorbent for treating 
esters and the filtration at 80°C is better than the other pre-
treatment temperatures. Also, the 1 g/30 ml ratio is found to be 
effective for a single pass analysis. However, the effectiveness 
is claimed based on few important diagnostic measurements. 
Further, detailed analysis and more quantitative measurements 
need to be performed to open the door for research on 
alternative sorbents for ester liquids. 

II. EXPERIMENTAL 

The present investigation is performed on three different 
insulating liquids with an aim to understand the potential of 
fuller’s earth for possible regeneration of aged ester liquids. 
However, the emphasis is laid on the pretreatment temperature 
and ratio of the fuller’s earth and liquid. Therefore, the 
conditions outlined in the ASTM D 7150 are considered as a 
reference for the present study. The insulating liquids are aged, 
and the diagnostic characteristics of these aged liquids are 
considered a benchmark for the treated liquids. Following the 
reclamation of the aged liquids at different aging factors, the 
diagnostic characteristics are compared at different reclamation 
conditions.    

A. Materials and Apparatus 

The insulating liquid mineral oil (MO), natural ester (NE), and 
synthetic ester (SE) are aged as per ASTM D1934 under open 
beaker aging conditions in the presence of cellulose (1:20) and 
copper catalyst (3g/l). Thermal aging is performed at 115°C 
with an aging history at 500 hours, 1000 hours, and 1500 hours. 
These high-aging durations under open beaker conditions 
allowed the insulating materials to degrade to a greater extent 
and introduce the aging by-products into the liquids. As 
discussed earlier, treatment temperature and sorbent-liquid 
ratios are the prime focus for the present study. Thus, a 
laboratory-based setup is developed, which controls the 
treatment temperature and sorbent volume in the reclamation 
column. In order to have good temperature control, it is 
imperative to use a well-distributed heating system around our 
reclamation compartment. In this context, a heating element is 
wrapped around fuller's earth chamber to achieve the desired 
temperature where the liquid is reclaimed. The heating element 
is shown in Figure 1(a).This heating element is wrapped around 
the glass syringes in which a bed of cotton is placed and above 
this the Fuller’s earth is hosted. Two parallel inlets for the liquid 

are planned to save reclamation time. The view of these 
reclamation tubes is shown in Figure 1(b). The complete view 
of the experimental along with the supply and temperature 
control unit is presented in Figure 1.    

 

 

(a)                                           (b) 

 
Fig. 1: View of the laboratory model for Fuller’s earth reclamation.   

B. Measurements 

The aged liquids are tested for turbidity, UV spectroscopy, and 
particles counter to understand the level of degradation and 
degree of contamination of the liquids due to aging. Besides, 
the aged liquids are reclaimed at sorbent-liquid ratios of 
1 g/30 ml, 1 g/35 ml, and 1 g/40 ml to have control of the ratio. 
All the three ratios are tested at a treatment temperature of 
70°C, 80°C, and 90°C to understand the influence of treatment 
temperature. The insulating liquids are heated to the set 
treatment temperature before passing through the heated 
reclaiming tubes which are maintained at the desired treatment 
temperature. This ensures that the reclamation is performed 
when the liquid and the fuller’s earth are both held at the same 
treatment temperature. The reclaimed fluid is collected and 
tested for turbidity, UV spectroscopy, and particles counter to 
understand the level of reclamation. The results and discussion 
section will focus on the comparative discussion of the results 
to understand the influence of temperature and sorbent ratio at 
different aging conditions.   

 
1. Oil Samples  
2. Oil in reclaiming units 
3. Heating element 

4. Fullers earth  
5. reclaimed oil 
6. Variac or voltage regulator 
7. Temperature controller unit 

(c) 
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III. RESULTS AND DISCUSSION 

A. Influence of Treatment Temperature 

The treatment temperature is a vital parameter for the insulating 
liquid regeneration process. It is a major parameter that could 
decide the efficiency of the sorbent and the effectiveness of the 
treatment process. The sorption process, either adsorption or 
absorption that undergoes during the treatment, is attributable 
to the sorbent's surface properties. The surface properties of any 
sorbent are temperature-dependent and vary based on the nature 
of the decay products in the feed liquid. In particular, the 
sorption efficiency is high when the process is carried while the 
sorbent is activated. Thus highlighting, the temperature called 
activation temperature for the sorbent. However, this activation 
temperature should be in agreement with the oxidation stability 
of the feed liquid. Therefore, a careful evaluation of 
pretreatment temperatures is required for new insulating liquids 
and sorbents. In this section, the change in turbidity and 
dissolved decay products of the liquids at different aging factors 
treated at different treatment temperatures have been discussed.    

 
(a) Change in the turbidity of various liquids reclaimed at 1 g/35 ml 

 
(b) Change in the dissolved decay products of various liquids reclaimed at 

1 g/35 ml 
 
Fig. 2. Changes in the liquid properties before and after reclamation at different 
temperatures. 

The change in turbidity of the liquids measured after 
reclamation at 70°C, 80°C, and 90°C are presented in Figure 
2(a). It is seen that the turbidity values increase with normal 
aging. However, the turbidity is not noticed to be reduced with 
reclamation in liquids, especially for the ester-based liquids. It 
is noticed that the increase of turbidity is slightly less at 80°C 
of treatment temperature as compared to 70°C and 90°C. The 
dissolved decay contents are also noticed not to have any 
significant change with the fuller’s earth reclamation in case of 

ester liquids. Also, the selected range of treatment temperatures 
have the least influence on the reclamation of ester liquids. 
However, the reclamation of esters with Fuller’s earth is found 
unsatisfactory for the present experimental conditions. 

B. Influence of Liquid-Sorbent Ratio 

Similar to treatment temperature, the sorption ratio also has a 
significant influence on the treatment process. This is because 
the sorption process, either absorption or adsorption (starts with 
absorption phenomena) is controlled by the surface properties 
of the sorbent, as discussed in the previous sections. At this 
level, it is important to add the property called sorption 
saturation. This indicates that the sorbent loses its ability to 
absorb or adsorb any further particles from the feed after this 
saturation limit. Thus, an optimal sorbent-liquid ratio is 
essential to be obeyed for the reclamation of different liquids. 
Unfortunately, there is no published data on the knowledge of 
these ratios in the case of ester liquids. In other words, a sorbent 
will have different saturation limits with different insulating 
liquids. The reclamation or sorption process is efficient when 
the reclamation is performed below the sorption saturation 
limit. To comment on the ratios, liquids at different aging 
conditions have been reclaimed at different Fuller’s earth-liquid 
ratios. The change in turbidity and dissolved decay products 
with reclamation at different ratios performed at 80°C are 
shown in Figure 3. 

 

(a) Change in turbidity of various liquids reclaimed at 80°C 

 
(b) Change in dissolved decay products of various liquids reclaimed at 80°C 

 
Fig. 3. Changes in the liquid properties before and after reclamation at different 
sorption-liquid ratios. 

The change in turbidity with different sorbent-liquid ratios has 
been presented in Figure 3(a). It is observed that turbidity is 
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increasing with an increase in the feed liquid volume in the case 
of natural esters, and is randomly changing in the case of 
synthetic esters. However, 1 g/30 ml is found to be better in the 
present range of ratios in the case of synthetic esters. The 
change in dissolved decay products has been presented in 
Figure 3(b) for liquids reclaimed at different ratios were no 
significant changes are noticed with a change in the sorbent-
liquid ratio. To further understand, the same particle count 
measurements are performed on all the liquids reclaimed at 
different ratios and are presented in Figure 4 for mineral oils, 
synthetic esters, and natural esters. 

 
(a) Change in particle count of mineral oils reclaimed at 80°C 

 

 
(b) Change in particle count of synthetic esters reclaimed at 80°C 

 

 
(c) Change in particle count of natural esters reclaimed at 80°C 

 
Fig. 4. Changes in the particle count in the liquids before and after reclamation 
at different sorption-liquid ratios. 

The change in total particles in mineral oil, synthetic esters, and 
natural esters with reclamation has been reduced. However, a 
reduction of higher diameter particles is noted with 
reclamation. This may be assumed that the decay particles 
having higher diameters have been reclaimed out. However, the 
increase in the smaller diameter particles with reclamation is 
questionable and needs further investigations.   

IV. CONCLUSION 

In this work, mineral oil, synthetic ester, and natural ester 
reclamation have been performed using Fuller’s earth at 
different temperatures and sorbent-liquid ratios. The aged 
liquids have been characterized for turbidity, UV spectroscopy 
(dissolved decay products), and particle count. Based on the 
present measurements, the reclamation performed at 1 g / 30 ml 
as well as heated to a temperature of 80°C is a compromising 
option. While Fuller’s Earth is used worldwide for mineral 
reclamation, its application to ester liquids is questionable. 
There is a need to further analyze viscosity, acidity, FTIR, and 
density changes with filtration. In addition, the flow rate, the 
shape of the reclamation column (that is, a very narrow, less 
narrow, and a wide syringe), and the number of reclamation 
cycles are also influential factors of major importance. 
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Vibration Signal Parameter Estimation in Variable
Speed: Algorithms and performance bounds

Ali Abbadi, Cécile Capdessus, Karim Abed-Meraim, and Edgard Sekko

Abstract—Vibration signal parameter estimation for rotating machinery diagnostics operating under variable speed
conditions is considered. At first, we provide a brief survey of existing methods for Quadratic Phase Signal (QPS)
parameter estimation. Then, we introduce improved solutions for the general QPS case and the Order QPS (O-QPS)
case, respectively. For all considered cases (namely the QPS, O-QPS with tachometer and O-QPS without tachometer),
we develop the Cramer Rao Bounds to assess and compare the estimation performance limits for each model. Finally, we
compare the performance of all considered methods and highlight, in particular, the gain of the proposed solutions.

Keywords—Cramer-Rao Bound (CRB), Higher order Ambiguity Function (HAF), Quadratic Phase Transform
(QPT), Variable Speed, Vibration Signal.

I. INTRODUCTION

In the last decades, vibration signal analysis techniques have
attracted increasing attention and became a hot research topic in
the rotating machinery diagnostics area thanks to its potential
advantage over invasive diagnostics techniques.

It is based on the recording, via accelerometers or other mod-
ern technology sensors (e.g. high-speed laser sensors), of the
vibration levels and frequencies of the machinery of interest
and then using that signal to analyze how healthy the machine’s
components are. The vibration signal analysis is the realm of
developing appropriate models, methods and algorithms which
help determining the health of the machine and identify possible
impending problems like unbalance, misalignment, looseness,
lubrication issues, etc. Indeed, based on a physical model of
the vibration signal, and taking into account shocks, friction,
rotation speed, structural resonance and propagation, relevant in-
dicators can be elaborated to monitor rotating machinery. Such
a non invasive analysis has been shown to be very efficient to
detect problems such as [1, 2]: Bearing failures, Imbalance,
Resonance and natural frequencies, Gearbox failures, Electrical
motor faults, etc.

Now, the introduction of artificial intelligence techniques for au-
tomating the diagnosis implies the development of appropriate
methods that can be implemented in all operating conditions,
even in the cases where classical approaches fail, such as in time
varying operating conditions. In that case, unlike the conven-
tional diagnostic approach based on stationary assumption, the
non stationary assumptions open a way to the diagnosis of the
rotating machinery under variable speed conditions.
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Based on time varying signal analysis tools for rotating machin-
ery diagnosis under variable speed operation, three classes of
order tracking have been proposed and broadly discussed in
the literature [3–6], which are the resampling based methods,
the Kalman filter based methods (tracking methods) and the
transform based methods. The resampling based methods trans-
form the signal data from the time domain to the angular (order)
domain to obtain a sampled signal at constant angular increment
instead of a sampled signal at constant time increment. They re-
sult in limited order resolution related to the constant increment
interval and a finite number of samples. In order to improve
the accuracy of order tracking the Kalman filter based methods
were introduced. They consist in recursively minimizing a cost
function for parameter estimation of time-varying frequencies to
overcome many of the limitations of order resolution and allow
the optimal estimation of the amplitude and phase of an order.
Unfortunately, they are computationally expensive and require
prior knowledge of some information such as the number of
orders (frequencies) to be extracted, needed for Kalman filter
initialization and convergence. These disadvantages limit the
use of these methods to experienced operators and in offline con-
ditions contrary to the robust and rather easy-to use transform
methods. The transform methods are based on the modification
of the DFT (Discrete Fourier Transform) kernel to a time vary-
ing kernel. They are both the easiest to use, and the simplest to
implement. These methods present some drawbacks related to
certain resolution limits and for some of them the need to add a
tachometer signal as reference regime.

In this paper, we will focus on this last class of methods where
the data can be analyzed and processed with many techniques,
which are briefly reviewed below. The basic principle of these
transforms is the replacement of the classical kernel of Fourier
transform by a kernel whose base functions have frequencies
that are proportional to the rotation speed of the system to be
monitored. A drawback of this modification is that the kernel
functions do not constitute any more an orthonormal basis. The
Speed Transform (ST), proposed by Capdessus et al. in [7,
8], is normalized with the integration interval, which ensures
asymptotic orthogonality in the case of linear speed variations.
To cope with a wider range of speed variations, the Time Variant
Discrete Fourier Transform (TVDFT), proposed by Blough et

2716-912X c� 2021 Ecole Nationale Polytechnique
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al. in [3, 4, 9], comprises an orthogonality compensation matrix.
But the most general technique is the Velocity Synchronous
Discrete Fourier Transform (VSDFT) proposed by Borghesani
et al. in [5, 6, 10], which consists in applying the time-variant
kernel Fourier transform to a corrected temporal signal. The
correction, which is a mere product of the raw signal by the
angular speed, ensures the orthogonality of the decomposition
whatever the speed variations.

In the case of transform based methods like ST [7], prior knowl-
edge of the rotation frequency variations is needed and this infor-
mation is provided by a tachometer⇤ ; hence only the order of the
signal harmonics has to be estimated. However, the tachometer
information is not always available, in which case techniques
that operate without such prior knowledge are required. Interest-
ingly, these time-varying kernel Fourier transforms are linked
with the Quadratic Phase Transform (QPT) in that they fit to
Polynomial Phase Signals (QPS). The QPS has been already
considered in many signal processing applications including
power systems [11], radar [12], and geophysics [13].

In this paper, we will extend the works in [14,15]. Several meth-
ods for polynomial phase signal analysis already exist in the lit-
erature. We first provide an overview of the existing algorithms
for polynomial phase parameter estimation which includes the
time-frequency based methods in [16,17], the (higher order) am-
biguity function based methods in [18,19], the iterative methods
in [20,21], and the fast decomposition methods in [22,23]. Note
that this survey is mainly limited to methods introduced in the
signal processing and communications community that deserve
to be better known and recognized as they provide interesting
extensions to the existing tools used in vibration signal analysis.

The proposed extended work consists of the previously men-
tioned survey of existing methods for QPS parameter estimation
followed by two new methods that lead to improved estimation
accuracy with reduced computational cost. Then, we derive the
CRB for the considered data models with or without a tachome-
ter information and provide a comparative performance analysis
via simulation experiments.

II. PROBLEM FORMULATION

Rotating machine with constant speed are characterized by har-
monic vibration signal of the form [9]

x(n) =
PX

p=1

Ape
j2⇡fpn + w(n) (1)

where P is the number of modes (harmonics), while Ap and
fp are the complex amplitude and the frequency of the pth
mode. In this case, the signal is referred to as a linear phase
one (i.e. the component’s phase terms vary linearly with time
�p(n) = 2⇡fpn). The additive noise w(n) is assumed to be of
zero-mean, white and gaussian distributed with variance �2

w
.

In the case of variable speed, the signal phase would depend
non-linearly with time and the model becomes [7, 8]

x(n) =
PX

p=1

Ape
j�p(n) + w(n) (2)

⇤ Recall that a tachometer is an instrument measuring the rotation
speed and provides prior knowledge of the instantaneous fundamental
frequency.

�p(n) being the phase term of the pth component.

A particular case of interest, widely considered in the literature,
is the one with uniform angular acceleration that corresponds to
multi-component chirp signal. This case may be encountered
in two different situations. First, on test benches where part
of the vibrations measurements are done during a run-up or
a coast-down of the machine. One can mention as an exam-
ple the run-up and run-down experiments performed on gears,
turbofans, or thermal motors, and other systems in order to
study their stability and their balance or determine their critical
speeds [24–28]. These techniques are now classically provided
in commercial test devices and are performed through a linearly
varying speed scenario. Second, in real-life operation, though
the speed variations generally cannot be assumed to be linear,
yet during the start-up and the coast-down stages, there usually
is a portion of the speed variations that can still be approximated
linearly [29]. In that context, the signal model is given by

x(n) =
PX

p=1

Ape
j2⇡(fpn+�pn

2) + w(n) (3)

As we can see, the study of this signal coincide with the well-
known polynomial phase signal analysis [22, 30].

In this paper, we focus only on the second order case (i.e.
Quadratic phase signal). Therefore, our first objective is to
study the parameter estimation problem for the signal model
in (3). More precisely, after a brief survey of the methods in
the literature, we propose to refine one of them (namely the
FQPT method in [22]) and to compare it to the other existing
techniques to assess its performance.

Our second objective, consists of considering a particular case
of QPT signals given by the model

x(n) =
PX

p=1

Ape
j2⇡op(fn+�n

2) + w(n) (4)

where op is referred to as the pth harmonic order. Parameters
(f, �) might be known if a tachometer is available or unknown
otherwise. In the latter case, we have to assume that o1 = 1
(corresponding to the fundamental frequency) and op > 1 for
p � 2, otherwise the model is not uniquely identifiable⇤ .

The model in (4) has been shown to well represent the vibration
signal in presence of ’faults’ or ’abnormal’ behavior of the
machine [7,9]. In this case, the harmonic parameters are used to
’control’ and diagnose the current status of the rotating machine.
For this particular model, we propose to adapt the HAF (Higher
order Ambiguity Function) method to extract the desired signal
parameters.

Finally, we propose to compare the two models in (3) and
(4) through the evaluation of their corresponding Cramer-Rao
Bounds.

⇤Indeed, the two sets of parameters {f, �, op, p = 1, · · · , P}
and {o1f, o1�, op/o1, p = 1, · · · , P} lead to the same observation
x(n) and hence, without this normalization, one cannot identify our
parameters in a unique way.
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III. OVERVIEW OF MAJOR QPS PARAMETER ESTIMATION
ALGORITHMS

Polynomial phase signals have been used in many signal pro-
cessing applications to model different physical phenomena
characterized by nonlinear phases. We consider here the case
of quadratic phase signals corresponding to the second order
polynomial phase model given in (3). The signal being gaus-
sian distributed, the maximum likelihood (ML) estimation of
the QPS parameters coincides with the nonlinear least squares
problem

min
⇥

N�1X

n=0

|x(n)�
PX

p=1

Ape
j2⇡(fpn+�pn

2)|2 (5)

where ⇥ is the vector of unknown QPS model parameters. This
optimization problem being highly nonlinear and complex, many
suboptimal solutions have been developed in the literature and
are briefly reviewed in this section.

A. Fast Quadratic Phase Transform (FQPT) method

The FQPT that was developed by Ikram et al. in [22], is based
on the quadratic phase transform (QPT) for joint phase parame-
ter estimation of multi-component chirp signals. The QPT is a
second order polynomial phase transform. It has the ability to
analyze chirp signals in the same way as Fourier transform ana-
lyzes sinusoidal signals. The Discrete QPT (DQPT) is defined
as

DQPT{x(n)} = X(k, l) =
N�1X

n=0

x(n)e�j2⇡( k
N n+ l

M n
2) (6)

where k = 0, · · · , N � 1 and l = 0, · · · ,M � 1.

The FQPT is a fast implementation of the DQPT that transforms
the one-dimensional sequence x(n) into a two-dimensional se-
quence X(k, l). It proceeds to joint phase parameters estimation
after signal dechirping search. It uses some symmetry and trans-
lation characteristics to perform a fast transform and provide a
significant computational saving. The FQPT can be seen as an
approximate maximum likelihood method for large data sample.

Note that once the phase parameters are estimated from the
peaks location of the DQPT, the amplitude coefficients are ob-
tained by a simple least squares optimization according to

2

64
Â1
...

ÂP

3

75 = M#

2

6664

x(0)
x(1)

...
x(N � 1)

3

7775
(7)

where M# refers to the pseudo-inverse of matrix M which is
given by
2

6664

1 · · · 1

ej2⇡(f̂1+�̂1) · · · ej2⇡(f̂P+�̂P )

...
...

ej2⇡(f̂1(N�1)+�̂1(N�1)2) · · · ej2⇡(f̂P (N�1)+�̂P (N�1)2)

3

7775

Typically, M � N since the value of the second order coeffi-
cient is usually much smaller than the first order coefficient and hence
requires a finer grid search.

B. Higher Order Ambiguity Function (HAF) method and its
variants

The conventional HAF method, first introduced by Peleg et al.
in [31] as the so called Discrete Polynomial Phase Transform
(DPT) and named later HAF by Porat in [32], is a recursive
algorithm that finds the highest-order phase coefficient, removes
its contribution from the signal and repeats the process until all
required phase parameters have been estimated. For a monocom-
ponent QPS, x(n) = Aej2⇡(fn+�n

2), the basic HAF is defined
as follows

QPT[x(n), ⌧ ] = x(n+ ⌧)x(n� ⌧)⇤ = |A|2ej2⇡2f⌧ej2⇡4�⌧n
(8)

HAF(!) = DTFT{QPT [x(n), ⌧ ]}

=
N�1X

n=0

QPT [x(n), ⌧ ]e�j!n (9)

The highest order � is estimated as

�̂ =
1

8⌧⇡
argmax

!

|HAF(!)| (10)

Once the highest order �̂ is estimated, we proceed to the sup-
pression of its contribution by demodulation as

z(n) = x(n)ej(�2⇡�̂n2) ⇡ Aej2⇡fn (11)

The lowest order f is estimated as

f̂ =
1

2⇡
argmax

!

|DTFT{z(n)}| (12)

For the multi-component case, the transform in (8) would pro-
vide P sinusoids (plus non desired cross terms) that can be
estimated using DTFT or high resolution methods like MUSIC
or ESPRIT [20]. The dechirping in (11) is then achieved suc-
cessively for �̂1, · · · , �̂P for the estimation of the first order
parameters fp, p = 1, · · · , P .

Unfortunately, HAF-based methods are characterized by the
use of matched filter that suffer from an identifiability problem
when dealing with multiple component QPS’s having the same
highest order phase coefficients.

To overcome this problem a so called product higher-order am-
biguity function (PHAF) was developed, by Barbarossa et al.
in [18]. The PHAF algorithm combines HAF and HIM (High
order Instantaneous Moment) techniques for the detection and
parameter estimation of multi-component QPS impinged in
white Gaussian noise. It is defined as the product of L HAFs for
L sets of lag parameters, and formulated as follows

PHAF(!) =
LY

l=1

HAF
(l)(!) (13)

where HAF
(l)(!) =

P
N�1
n=0 QPT[x(n), ⌧ (l)]e�j!F

(l)
n, ⌧ (l)

refers to the lth lag term, and F (l) = ⌧
(l)

⌧ (1) is a frequency scaling
factor. The highest order � is estimated as

�̂ =
1

8⌧ (1)⇡
argmax

!

|PHAF(!)| (14)
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The use of the PHAF offers a number of advantages over the
HAF. It solves the identifiability problem, improves noise rejec-
tion capabilities, and leads to improved performance as com-
pared to HAF method.

Another improved version introduced in the literature by Ikram
et al. in [20, 21], is the iterative HAF method.

It is based on iterative calculation of the polynomial phase signal
coefficients. First, the second-order phase parameter is itera-
tively estimated and updated using a quadratic transform with
appropriate lag parameter in each iteration in order to improve
the estimation accuracy. Then the first-order phase parameter
is estimated based on the same transform technique of demodu-
lated signal, as defined below

zq(n) = zq�1(n+ ⌧q+1)z
⇤
q�1(n), n = 0, · · · , N � ⌧q�1 � 1

(15)
where zq�1(n) is the demodulated signal defined as zq�1(n) =

x(n)e�j�̂q�1n
2

, n = 0, · · · , N �1 with q is the iteration index
and z0(n) = x(n).

Each estimated phase parameter is then refined using MUSIC
or other high resolution algorithms. It is shown in [20], that the
iterative HAF leads to a significant performance gain, especially
at low SNRs.

Remark: A main advantage of HAF-type methods is their
ability to deal with polynomial phase signals of any order
(see [23, 30–32] for details).

Therefore, in the case of non-linear variable speed with non-
uniform angular acceleration, one can use polynomial phase
models of order higher than two and estimate their parameters
via the considered HAF-type methods. Note that any continuous
function over a finite interval can be ’well approximated’ by a
polynomial function as shown in [33]. However, the estimation
cost of the phase parameters increases significantly with the
polynomial order and hence using a second order polynomial
represents a good trade-off in many practical situations [24, 25,
27].

C. Time-Frequency Distribution (TFD) based method

This algorithm was developed, by Barkat et al. in [16, 17], to
select and extract separately all components of frequency modu-
lated signal. It’s based on joint time-frequency analysis of the
signal. Firstly, a one dimensional signal is transformed to Time-
Frequency (TF) domain using appropriate reduced interference
TF kernel (in [16, 17], the B-distribution was used).

Then, the undesired low energy peaks are removed by noise
thresholding. After that, the number of components is esti-
mated as the number of peaks of the TFD slice by means of the
maximum argument of the histogram of the number of peaks
computed for each time instant. Finally, a components separa-
tion procedure is applied to extract separately all the components
by finding the components frequencies as the peaks positions of
the TFD slice and identifying the crossing components using a
smallest distance criterion.

This algorithm proved its superiority over the HAF method for
the estimation of a multi-component signal.

The algorithm does not use any prior information about the
various components to be extracted and its performance de-
pends on the ability to suppress the cross-terms and needs high
time-frequency resolution. Unfortunately, the algorithm needs a
distribution that can reveal the features of the signal as clearly as
possible to have a clean TFD, and has expensive computational
load due to TFD computation and 2D search.

Note that, chirp signals are represented by ’straight lines’ in the
TF domain. Hence the problem of chirp parameter estimation
has been assimilated to a contour (straight lines) extraction
problem in an image and dedicated image processing tools have
been used in [34] for solving this particular estimation problem.
Other works related to the use of TF signal analysis tools for
vibration signals can be found in [35, 36].

IV. PROPOSED ALGORITHMS

We introduce in this section an improved version of the FQPT
referred to as the Refined FQPT (R-FQPT) as well as adapted
versions of the HAF method to deal with the ’order’ estimation
problem related to the model in (4).

A. R-FQPT Algorithm

The FQPT, developed by Ikram and al. in [22], is described by

QPT{x(n)} = X(k, l) =
N�1X

n=0

x(n)e�j2⇡( k
N n+ l

M n
2) (16)

where N is the number of samples and M � N2. The fast
computation of the FQPT is based on three properties (see [22]
for more details)

• Decomposition of the QPT in multiple DFT:

z(l)(n) = x(n)e�j2⇡ l
M n

2

(17)

X(k, l) = DFTn(z
(l)(n)) (18)

• Decimation : used by Fast Fourier transform FFT to com-
pute with reduced computational cost the Discrete Fourier
Transform (DFT):

DFTm(z(l)(2rm+ s)) = DFTm(z(l)(2r+1m+ s))

+ e�j2⇡( k
N 2r)DFTm(z(l)(2r+1m+ s+ 2r)) (19)

• Symmetry:

DFTm(z(l+
M

2r+1 )(2rm+ s)) = DFTm(z(l)(2rm+ s))

.e�j2⇡( s2

2r+1 ) (20)

By using the previous properties, it is shown in [22] that the
computational cost can be reduced from O(N2M) to O(NM)
flops. This cost is still relatively high and increases with the
2D grid size N and M . Therefore to preserve ’a moderate’
numerical complexity, one should limit the number of grid points
which unfortunately affects the estimation precision of the FQPT.
To overcome this drawback, we propose in the following a new
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version of FQPT that refines the parameter estimation through a
two-step procedure.

For that, we will use a modified filtering/unwrapping algorithm
to refine the initial parameter estimate (f̂ (0), �̂(0)) given by the
FQPT algorithm. First, we demodulate the received quadratic
polynomial phase signal using the initial FQPT estimated pa-
rameters according to y(n) = x(n)e�j2⇡(f̂(0)

n+�̂
(0)

n
2). Then,

we apply a low-pass filtering to enhance the SNR. After that, we
create a vector v = [v(0), v(1), · · · , v(Q� 1)]T of unwrapped
phase which is modeled as a new polynomial phase signal (i.e.
v(k) ⇡ ' + �f(kws) + ��(kws)2) in noise with Q = N

ws
, !s

being a down-sampling factor used to reduce the cost and im-
prove the resolution of the method (this is needed here since the
residual parameters �f and �� are close to zero). Then, we apply
a standard least squares estimation to obtain the new unknown
phase parameters vector, defined as v = [', ws�f, w2

s
��]T ,

according to

argminv
P

Q�1
k=0 |v(k)� '+ �f(kws) + ��(kws)2|2

=

2

6664

1 0 0
1 1 1
...

...
...

1 (Q� 1) (Q� 1)2

3

7775

# 2

6664

v(0)
v(1)

...
v(Q� 1)

3

7775
(21)

where # refers to the matrix pseudo-inverse,

Finally, we obtain refined phase parameters by accumulat-
ing each FQPT initial estimated phase parameters with cor-
responding estimated phase parameters deviations according to
f̂ = f̂ (0) + �f̂ and �̂ = �̂(0) + ��̂.

B. Adapted HAF methods for order QPS

For the case of O-QPS model of (4), the two steps of the HAF
method are not needed (since, for each signal component, we
have only one parameter to estimate instead of two for the
general QPS model). Therefore, if a tachometer is available, the
HAF method consists of only one step according to:

• For a given lag time ⌧ , compute signal

y(n) = x(n+ ⌧)x(n)⇤ =
PX

p=1

|Ap|2ej�p(⌧)ej4⇡⌧�opn

+ cross terms + noise

with �p(⌧) = 2⇡op(f⌧ + �⌧2). Since the orders op are
typically in the range [1, 10], a proper choice for time lag
⌧ corresponds to 2⌧ |�| ⇡ 0.1 so that the frequency terms
|4⇡⌧�op| are maximally separated while not exceeding the
upper limit 2⇡ to avoid estimation ambiguity problems.

• Apply ESPRIT algorithm to signal y(n) for the high reso-
lution estimation of the P pulsation terms !̂p ⇡ 4⇡⌧�op
or equivalently

ôp = !̂p/(4⇡⌧�)

• Eventually, apply the iterative procedure of [37] for the
refining of the previous parameter estimate.

If the tachometer is not available, parameter � can be estimated
by using the fact that o1 = 1 so that the first (smallest) pulsation
value would correspond to �, i.e.

�̂ = !̂1/(4⇡⌧).

Once � obtained, parameter f can be estimated via (12) with
z(n) = x(n)e�j2⇡�̂n2

.

V. CRAMER-RAO BOUNDS DERIVATION

We provide here the detailed derivation of the CRB for the
statistical models given in section II. Recall that, for a given data
model depending on an unknown parameter vector, the CRB
provides the lower limit to the statistical error variance for the
unbiased estimation of the unknown model parameters.

The CRB is computed as the inverse of the Fisher Information
Matrix (FIM) which entries are given by

[FIM ]i,j = �E[
@2 ln(p(x;⇥))

@✓i@✓j
] (22)

where E[.] represents the statistical expectation operator, p(x;⇥)
denotes the likelihood function, x is the observation vector and
⇥ denotes the parameter vector to be estimated.

The error covariance matrix of any unbiased estimator ⇠̂ of
parameter vector ⇠ = g(⇥) (denoted Cov(⇠̂)), where g(⇥) is
a locally differentiable function, is lower bounded by the CRB
according to (i.e. Cov(⇠̂)� CRB(⇠) is a positive semi-definite
matrix)

Cov(⇠̂) � CRB(⇠) = 5g(⇥)CRB(⇥)(5g(⇥))T (23)

where CRB(⇥) = [FIM ]�1 and 5g(⇥) is the gradient matrix
which (i, j)th element is defined by @gi(⇥)

@✓j
. In particular, this

means that the error variance in the estimation of parameters
gi(⇥) is greater than the i� th diagonal element of CRB(⇠).

Our case of interest corresponds to the Gaussian CRB for which
the FIM matrix can be expressed by the Slepian-Bang formula
[32]

[FIM ]i,j = �E[
@2 ln(p(x;⇥))

@✓i@✓j
] =

2

�2
w

Re{@sH

@✓i

@s
@✓j

} (24)

where s denotes the noiseless QPS signal in (3) and Re[.] refers
to the real part of a complex number. Note that in (24), we do
not include the unknown parameter �2

w
in the parameter vector

⇥ since the FIM of the desired QPS parameters is decoupled
from the noise variance [32].

In the sequel, we provide the FIM expressions for the three
parametric models given in section II.

(a) General QPS case: The observed signal model is given by

s(n) =
PX

p=1

⇢pe
i'pe2⇡i(fpn+�pn

2) (25)

where the complex amplitudes are written as Ap = ⇢pei'p .
In that case, the unknown parameter vector of size 4P ⇥ 1
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is given by ⇥ = [{⇢p}, {'p}, {fp}, {�p}]T and the FIM
is expressed as

FIM =
2

�2
w

Re{S̃H S̃} (26)

where the N ⇥ (4P ) matrix S̃ is given by

S̃ = [{ @s
@⇢p

}, { @s
@'p

}, { @s
@fp

}, { @s
@�p

}] (27)

(b) Order QPS case without tachometer: In that case, the
observed signal model is given by

s(n) =
PX

p=1

⇢pe
i'pe2⇡iop(fn+�n

2) (28)

with o1 = 1. For this model, we have ⇥ =
[{⇢p}, {'p}, {op}p>1, f, �] and the FIM is as in (26) with

S̃ = [{ @s
@⇢p

}, { @s
@'p

}, { @s
@op

}p>1, {
@s
@f

}, { @s
@�

}] (29)

For parameters fp = opf = gp(⇥), and �p = op� =
hp(⇥) the minimum error variances are computed as

CRB(fp) = 5gp(⇥)CRB(⇥)(5gp(⇥))T (30)

CRB(�p) = 5hp(⇥)CRB(⇥)(5hp(⇥))T (31)

(c) Order QPS case with tachometer: The observed sig-
nal model is like in (28) but with parameters f and
� known. In that case, the unknown parameter vec-
tor becomes ⇥ = [{⇢p}, {'p}, {op}] and the matrix
S̃ = [{ @s

@⇢p
}, { @s

@'p
}, { @s

@op
}].

VI. PERFORMANCE ANALYSIS AND COMPARATIVE RESULTS

In this section, numerical investigations are conducted for the
following objectives:

• For the general QPS case, we provide a comparative per-
formance analysis of the different methods considered in
the survey part. All results are compared to the CRB to
assess their statistical efficiency.

• The previous comparative study is used to highlight the
performance gain of the proposed R-FQPT method in the
moderate and low SNR region.

• We compare the CRBs for the general QPS, O-QPS with
tachometer, and O-QPS without tachometer cases. In par-
ticular, this comparison allows us to evaluate the potential
performance gain brought by the tachometer use.

• We assess the performance of the proposed HAF method
adapted to the O-QPS case and compare it to the corre-
sponding CRB.

• Finally, the R-FQPT is compared to ST and VSDFT on a
simulated vibration signal.

We assume that the observed vibration signal is a multi-
component QPS in additive white Gaussian noise. The additive
noise is randomly generated as circular complex white Gaussian
process with zero mean and unknown variance �2

w
. The signal

to noise ratio (SNR) is defined as

SNR = 10log10
1

�2
w

(32)

As performance measures, we use the averaged mean squared
error (MSE) defined as

MSE(✓̂p) =
1

Mc

McX

i=1

(✓̂(i)
p

� ✓p)
2 (33)

where ✓̂(i)p is the estimate of the p-th vibration signal parameter
✓p at the i-th run. The numerical values are obtained over
Mc = 100 independent Monte Carlo trials where the SNR
varies between �20 and 20dB in all examples.

In the first example, we evaluate the performance of the pro-
posed R-FQPT for the general QPS case. For that, we present
a comparative study between the R-FQPT and the previously
reviewed methods in section III. The simulated environment con-
siders a single component and multiple component vibration sig-
nal with speed variation functions defined, in reduced frequency,
as f1(t) = (0.02+ 0.00025

2 t) and f2(t) = (0.045+ 0.00075
2 t) and

the complex amplitudes are A1 = 1ej⇡/10 and A2 = 1ej⇡/5.
The signal is defined as

x(t) ⇡
PX

p=1

Ape
j2⇡

R t
0 fp(u)du

with P = 1 for single component and P = 2 for multiple
components case. The signal duration is about 256 samples.

The accuracy of the proposed R-FQPT algorithm is compared to
the HAF method introduced by Barbarossa et al. in [18, 19], the
iterative HAF method developed by Ikram et al. in [20], and the
TFD method proposed by Barkat et al. in [16] as well as with
the CRB given in section V.

It can be seen in figure 1 that, the R-FQPT algorithm outper-
forms the HAF, the iterative HAF, and the TFD one for both
single and multi-component signal cases, especially for low
SNR. In the asymptotic region (higher SNR) the difference is
very small but the proposed algorithm remains slightly better.

In the second example, we present a comparative study of
the CRB expressions derived for general and order QPS
cases. For that, we consider the signal models presented
in 3 and 4, where the parameters are N = 256, P = 3,
⇢ = [1, 1, 1], ' = [⇡/10,⇡/5,⇡/2.5], f = [0.1, 0.2, 0.3],
� = [0.001, 0.002, 0.003] and o = [1, 2, 3]. From figure 2,
it can be seen that there is almost no gain for the estimation of
the amplitude parameters when considering the model in Eq.
(4) instead of (3). However, for the estimation of the quadratic
phase parameters, a gain of about 3dB is observed when con-
sidering the additional information given by the O-QPS model.
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Fig. 1: MSE of f and � versus SNR for a single component
signal (top plots) and a two components signal (bottom plots).

Now, if a tachometer is used, the previous gain becomes much
larger and exceeds 10 dB for the considered example. Conse-
quently, when possible, the use of a tachometer for the vibration
signal analysis is highly recommended.

In the third scenario, we evaluate the performance of the pro-
posed Adapted-HAF method for the order QPS case with
tachometer. The performance of the proposed method is com-
pared to the corresponding derived CRBs in section V. For that,
We consider the simulated multi-component signal of example 2.
In figure 3, we compare the cumulated MSE of the 3 estimated
orders with their corresponding CRB. As we can see, the MSE
performance of the proposed adapted-HAF algorithm reaches
the CRB for moderate SNR values (for SNR > 0dB in the two
components case and SNR > 5dB for the three components
case). Hence the Adapted-HAF presents a low cost alternative
solution when the tachometer is available.

In the final experiment, we will apply the proposed methods to a
time varying vibration of a Diesel engine. Results are compared
to those of, Speed Transform (ST) proposed by Capdessus at al.
in [7] and Velocity Synchronous-DFT developed by Borghesani
et al. in [6].

R-FQPT is first compared to ST and VSDFT through a simu-
lated scenario that considers a three component vibration signal
with speed variation function defined, in reduced frequency, as
fr(t) = (0.16 + 0.00003t) given by tachometer. The signal is
defined as

x(t) ⇡
3X

p=1

Ape
j2⇡op

R t
0 fr(u)du ⇡

3X

p=1

Ape
j2⇡op(0.16t+ 0.00003

2 t
2)
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Fig. 2: CRB comparison

where A1 = A2 = A3 = 1, o1 = 2, o2 = 4 and o3 = 6. The
signal comprises 512 samples.

It can be seen in figure 4 that the proposed approach allows esti-
mating jointly the polynomial coefficient parameters of the rota-
tion speed, that corresponds well to the considered harmonic’s
orders. Indeed, three corresponding peaks are located on a
straight line whose direction vector corresponds to the reduced
rotation frequency variations and the positions of the peaks al-
low estimating the corresponding order. R-FQPT thus allows
estimating directly the parameters of the three chirp components
whereas the ST and VSDFT give the order of the harmonic
relatively to a known rotation speed.

VII. CONCLUSION

The paper introduced a thorough analysis of the parameter es-
timation problem associated to variable speed vibration signal.
The latter is shown to be a quadratic phase signal for which a
plethora of estimation algorithms exist in the literature.

After a brief survey of the major class of methods, we proposed
two new solutions, namely the R-FQPT for the general QPS
case and the Adapted HAF for the O-QPS.

Simulation experiments have been conducted to illustrate the
behavior and advantages of the proposed solutions and compare
their performance to those of the major algorithms from the
literature. We have also derived the CRB expressions for the
different quadratic phase models and exploited them to investi-
gate the potential gain due to the side information related to the
Order QPS model and to the tachometer use, respectively.

As a perspective, we believe it would be highly beneficial to
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Fig. 3: MSE of the estimated order versus SNR for a two com-
ponents signal (top plots) and a three components signal (bottom
plots)

consider in future works an extension of our paper dedicated to
an enlarged comparative study of all methods (QPT, HAF, ST,
TVDFT, VSDFT) that can be used for the considered vibration
signal analysis. In addition, an enriched validation and testing
of these methods, based on real data measurements, would be
of high importance for their practical use.
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Non-conventional Band-notched UWB Antenna
Design Based on Genetic Algorithm

Khelil Fertas, Soufiane Tebache, Fouad Fertas, and Rabia Aksas

Abstract—In this paper, an improved applied approach based on Genetic Algorithm (GA) for antenna design is

presented. It is basically useful to overcome electromagnetic interferences in UWB applications. First, an antenna in

the range 2.8 - 20 GHz including UWB band was designed by using GA, then the undesired WiMAX band (3.5-3.8GHz)

is rejected by optimizing appropriate Defected Ground Structure (DGS) filter. The proposed non-conventional filter

consists of a matrix of rectangular cell shapes where each one is allocated by presence or absence of metal. The process

is implemented in CST software using visual basic script. The method overcomes difficulties of conventional design.

Furthermore, the optimized shape can be automatically obtained without appealing expert designers. Simulated and

measured results demonstrate the effectiveness of the proposed design approach.

Keywords—Ultra Wide Band (UWB), Genetic Algorithm (GA), Non conventional DGS filter.

NOMENCLATURE

GAO Genetic Algorithm Optimisation.
UWB Ultra Wide-Band.
DGS Defected Ground Structure.
VBS Visual Basic Script.
CST Computer Simulation Technology.

I. INTRODUCTION

Ultra Wide Band (UWB) antennas have been of great interest
in nowadays telecommunications systems. However, exten-
sive usage of UWB technology provides remarkable high level
of interferences between users. Hence, reducing interferences
requires a special treatment which can be achieved by incorpo-
rating band-reject filters in UWB antenna systems [1–4].
Filter optimization performance becomes very challenging as
long as it should satisfy various aspects such as high rejection
level in single or multi-band configurations, accuracy and ease
of integration in small devices. Consequently, various methods
were investigated to overcome this challenge [5–7]. In [5], tra-
ditional DGS technique is used in filter design. Authors in [6]
proposed a Tri-stopband filter using metamaterial cells.
It is worthwhile to point out that conventional methods based on
adding resonators or etching slots are almost time- consuming,
complex and hardly achieve desired requirements. To surmount
the disadvantage of using such techniques, a genetic algorithm
optimization (GAO) has been widely exploited in the microwave
and antenna applications [8–11].
GAO is an automatic method based on genetic concept. It is
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commonly used to solve optimization and search problems by
exploiting some biologically inspired operators known as muta-
tion, crossover and selection.
In this paper, a novel non-conventional defected ground struc-
ture (DGS) filter is proposed. It is designed for WiMAX (3.5-
3.8GHz) band rejection in wide-band antenna. The filter is
optimized by GA method where the initial code is developed
using visual basic script (VBS) which is integrated into CST
environment for electromagnetic simulations.

II. ANTENNA CONFIGURATION

The optimized antenna with non-conventional DGS filter is de-
picted in Fig. 1. It consists of two sides over a Teflon substrate
with relative permittivity "r = 2.4 and height h = 1.6mm. The
monopole antenna operating in the frequency band 2.8-20 GHz
is illustrated in Fig. 1(a). It is designed using the code developed
in [12], which is based on genetic algorithm optimization and
implemented on CST Microwave studio as a simulation tool.
The 50 ⌦ microstrip line is used to supply the antenna.

Fig. 1: Proposed antenna with non-conventional DGS fil-
ter. (a) Front view. (b) Back view. (Lf = 18mm,Wf =
3.1mm,Ws = 33mm,Ls = 43mm,Wp = 20mm,Lp =
20mm).

Further, the effectiveness of the method is studied and ex-
tended in order to reject some intentionally undesired frequency-

2716-912X c� 2021 Ecole Nationale Polytechnique
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bands in the UWB. The process consists of optimizing a non-
conventional DGS filter as seen in Fig. 1(b). The filter is made of
a matrix of rectangular cell shapes where each one is allocated
by presence or absence (slots) of metal , which are translated to
binary code “1” and “0”, respectively. The dimension of each
rectangle is set to 0.5 x 4 mm2.
In order to find the best configuration, the GAO changes the
pixel position in the area of DGS filter (situated at high current
distribution location). Consequently, the current distribution is
also modified according to the pixel distribution for suppressing
undesired bands.
The code developed, based on different steps, is applied with
optimization fitness value of multi-objective function, to achieve
good rejection (good impedance mismatch) of S11 in frequency
band [3.5 - 3.8 GHz] that correspond to WiMAX standard. The
first step consists to generating a random population of matrices
corresponding to different shapes of the design where pixels are
coded (either 1 or 0 value for presence/absence of the conductor
respectively). In the second step, the generated populations are
simulated so that the reflexion coefficient should satisfy the filter
condition around the desired band. Then, the next generation is
formed from the previous one with changes in pixel position in
the area of DGS filter. This process is iteratively repeated until
the satisfaction of the stop criterion (cost function) correspond-
ing to the optimal solution.
The cost function of multi-objective problem is applied to attain
good matching of the reflection coefficient (|S11| < �10dB) in
the desired bands (3 – 3.5 GHz & 3.8 – 20 GHz) and impedance
mismatch (|S11| > �10dB) in the rejected WiMAX frequency
band (3.5 – 3.8 GHz). Moreover, the properties of the GA,
applied in this case, are the following: initial population set con-
sists of twenty (20) elements. The best cost functions are used
to generate the novel population. The probability of crossover
is 100% from the best selected and the single point crossover
technique is used with mutation probability equal to 0.1%.
Compared to conventional methods, designers optimize all filter
parameters with adding, in most cases, extra components in the
cost of bulk and size [13–15].

III. RESULTS AND DISCUSSION

A. Simulation

The simulated reflexion coefficient |S11| of the wide-band an-
tenna with and without non-conventional DGS filter is shown
in Fig. 2. It is clearly noticeable that the DGS has effectively
rejected the WiMAX band centred at 3.7 GHz. This result
highlights the capability of the GAO to overcome optimization
challenges.
To furthermore validate the proposed approach, the study of
surface current distribution is carried out. The simulated cur-
rent distribution is illustrated in Fig. 3, for resonant frequencies
of 3.7 GHz (rejected frequency) and 6 GHz. One can clearly
observe, from this figure, the effect of incorporating the non-
conventional DGS filter where currents are concentrated around
the filter part as seen in Fig. 3(a) corresponding to the rejected
frequency (3.7GHz). In this case, the antenna does not radiate
and the currents are trapped by the filter. When comparing to
Fig. 3(b), we can conclude that the filter does not disturb the
frequency 6 GHz, which is radiated by the antenna.
For more emphasis, the gain variation is shown in Fig. 4. It’s
obvious that the filtering effect is achieved at the rejected fre-
quency of 3.7 GHz where the gain decreases drastically from

Fig. 2: Simulated |S11| with and without DGS filter.

Fig. 3: Surface current distributions at (a) 3.7 GHz (b) 6 GHz.

4.4 dB to less than -14 dB.
Beside, the radiation pattern of the proposed design is investi-
gated. Simulated radiation patterns before and after DGS filter
optimization are shown in Fig. 5 and Fig. 6 respectively, at dif-
ferent frequencies 3GHz, 5GHz and 13GHz. It is seen that the
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Fig. 4: Gain of the antenna with proposed DGS filter.

pattern is omnidirectional in H-plane (Phi = 0�) and takes the
eight shape in the E-plane(Phi = 90�) which is similar to that
of a simple monopole in the lower band (3 and 5GHz). In the up-
per band (13GHz), the pattern is somehow distorted, this is may
due to the excitation of higher modes. Moreover, it is observed
that radiation patterns before and after DGS filter optimization
are quasi-similar. This demonstrates that the optimized filter did
not affect the radiation.

Fig. 5: Simulated 3D radiation pattern at 3GHz, 5GHz and
13GHz, before DGS filter optimization.

B. Measurement

In order to validate experimentally the proposed approach, a
prototype of the antenna is fabricated and measured as seen in
Fig. 7.
Fig. 8 depicts the simulated and measured reflexion coefficient
S11-Parameter of the proposed antenna with non-conventional
DGS filter. It is well noticed that the WiMAX band centered at
3.7 GHz is effectively rejected. Moreover, simulation and mea-
surement are in quite agreement with a small noticed discrep-
ancy in high frequency (starting from 17GHz) where measured

Fig. 6: Simulated 2D&3D radiation pattern at 3GHz, 5GHz and
13GHz after DGS filter optimization.

Fig. 7: S11 and pattern measurement testbed (a) Network ana-
lyzer (b) Anechoic chamber.

Fig. 8: Simulated and measured reflexion coefficient S11-
Parameter of the antenna with non-conventional DGS filter.

S11 exceeds slightly -10dB, contrary to simulation. This dis-
crepancy may due to fabrication tolerances, variation in relative
permittivity of the substrate in such high frequencies, measure-
ments conditions (S11 measurements were carried out outdoor
of anechoic chamber) and the use of SMA connector with max-
imum frequency of less than 18GHz. Although this small dis-
crepancy, it can be confirmed that the proposed approach is
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Fig. 9: Measured radiation pattern at 3GHz, 5GHz and 13GHz
after DGS filter optimization.

practical and easily applicable. Further, Radiation pattern of the
optimized antenna was measured in LEME Laboratory (Paris
Nanterre University) anechoic chamber as depicted in Fig. 7(b).
Obtained results at 3GHz, 5GHz and 13GHz are shown in Fig. 9.
It is observed that patterns are almost similar to conventional
monopole antenna as they are quasi-omnidirectional except for
the higher frequency of 13GHz, where distortions, due to higher
modes, are observed. It can be then stated that the DGS filter
did not affect the radiation of the proposed antenna.

IV. CONCLUSION

In this paper, a new approach to optimize a non-conventional
DGS filter based on GA for wide-band antenna is presented.
The main advantage of this method is the ability for automati-
cally providing DGS filter structures to cancel some undesired
bands. Hence, the WiMAX band (taken as example) is success-
fully rejected by using the proposed approach. The GAO code
is developed under VBS and implemented in CST Microwave
software. Measurement and simulation results confirm the ef-
fectiveness of the proposed approach which is also practical and
easily applicable.
The future perspectives of our present work are the optimization
of reconfigurable DGS filter in order to reject several bands.
Consequently, the proposed antenna will demonstrate advanced
flexibility in term of frequency functionalities.
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Generalized Givens Rotations Applied to Complex
Joint Eigenvalue Decomposition

Ammar MESLOUB

Abstract—This paper shows the different ways of using generalized Givens rotations in complex joint eigenvalue
decomposition (JEVD) problem. It presents the different schemes of generalized Givens rotation, justifies the introduced
approximations and focuses on the process of extending an algorithm developed for real JEVD to the complex JEVD.
Several Joint Diagonalization problem use generalized Givens rotations to achieve the solution, many algorithms
developed in the real case exist in the literature and are not generalized to the complex case. Hence, we show herein a
simple and not trivial way to get the complex case from the real one. Simulation results are provided to highlight the
effectiveness and behaviour of the proposed techniques for different scenarios.

Keywords—Complex Joint EigenValue Decomposition (JEVD), Shear and SHRT, generalized Givens rotations, ex-
act JEVD, approximative JEVD.

I. INTRODUCTION

In this paper, we mainly try to expose the generalized Givens
rotation used to solve the Joint EigenValue Decomposition
(JEVD) problem of a set of complex square matrices. This
problem of JEVD can be found in different applications such as
multi-dimensional harmonic retrieval [1], Canonical Polyadic
Decomposition (CPD) of tensors [2, 3], Direction of arrival esti-
mation [4], joint angle-delay estimation [5] and Blind Sources
Separation (BSS) [6].

The aforementioned problem is widely treated in the literature
by using different schemes. The generalized Givens rotations
have been used in [7, 8], the LU decomposition is used in [9]
and first Taylor approximation is used in [10].

The JEVD is defined for K complex square matrices of dimen-
sion N ⇥N sharing the following structure :

Mk = ADkA�1 (1)

Where k 2 {1, ...,K}, K is the number of matrices, N is the
matrix dimension. A is unknown square non defective matrix
(in the BSS context, this matrix is referred to as mixing matrix)
and Dk is the kth diagonal matrix associated to the kth matrix
Mk.
The last problem consists of looking for {A,D1, · · · ,DK} by
using only the set of the K complex matrices {M1, · · · ,MK}.
It can be also defined by finding a matrix V which makes the set
of matrices {VM1V�1, · · · ,VMKV�1} as diagonal as possible
specially in the approximate JEVD case (see section V. for more
details).

In this paper, we investigate generalized Givens rotations applied
to the JEVD problem. The unknown matrix A is decomposed in
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a product of generalized Givens rotations, according to:

A =
Y

#sweeps

Y

1i<jN

SijGij (2)

where #sweeps represents the number of iterations, Sij and Gij

are the elementary Shear and Givens rotations [7, 11], respec-
tively. The problem of JEVD reduces then in the estimation of
these elementary rotations.

II. GENERALIZED GIVENS ROTATION SCHEMES

The elementary rotations of equation (2) can be expressed ac-
cording to two different schemes. The first one is based on sinus
and hyperbolic sinus which needs some complicated develop-
ments leading to an efficient estimation.
This first scheme considers elementary rotations that are equal
to the identity matrix except for (i, i)th, (i, j)th, (j, i)th and
(j, j)th entries which are:


Gij(i, i) Gij(i, j)
Gij(j, i) Gij(j, j)

�
=


cos(✓) e�|' sin(✓)

�e|' sin(✓) cos(✓)

�

(3)


Sij(i, i) Sij(i, j)
Sij(j, i) Sij(j, j)

�
=


cosh(y) e|↵ sinh(y)

e�|↵ sinh(y) cosh(y)

�

(4)
✓ is the angle parameter and ' is the phase parameter of consid-
ered Givens rotation. y is the shear angle and ↵ represents the
phase parameter of the elementary Shear rotation. This scheme
is the most used one as it can be found in [7, 8, 11–14].

The second scheme allows appropriate approximations that lead
to a computationally simplified methods compared to the first
scheme.This scheme allows elementary Shear and Givens rota-
tions equal to the identity matrix except for some entries which
are given by:


Gij(i, i) Gij(i, j)
Gij(j, i) Gij(j, j)

�
= �g


1 g⇤

�g 1

�
(5)


Sij(i, i) Sij(i, j)
Sij(j, i) Sij(j, j)

�
= �s


1 s⇤

s 1

�
(6)
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where g and s are complex numbers associated to Givens and
Shear parameters, respectively. g⇤ is the complex conjugate of
g. �g = 1p

1+|g|2
and �g = 1p

1�|s|2
. When this scheme is

applied as in [14, 15], both g and s are considered with small
norm which simplifies �g and �s to the unity (�g = �s u 1).

III. JOINT EIGENVALUE DECOMPOSITION CRITERIA

The JEVD problem uses several criteria as shown in the litera-
ture, the difference of these criteria can be seen only in the shear
rotation. Before discussing the existing criteria, let us note M0

k

the transformed matrices by the shear rotation as

M0
k
= Sij(y,↵)MkSij(y,↵) (7)

The different criteria can be discussed as

• In [12], the Shear rotation is chosen to minimize the frobe-
nius norm of transformed matrices M0

h
, where the index

h is chosen by the matrix having the most departure from
the normality (see [12] for more details). Then, some ap-
proximations and linearisation are introduced to simplify
the explicit expression of the optimal value of ’y’.

C1(y) =
��M0

h

��2 (8)

This criterion C1(y) is used for real JEVD.

• In [7], the criterion of shear transformation takes into
account the frobenius norm of off diagonal matrices,
which is the frobenius norm of matrices Mk � diag(Mk),
k = 1, · · · ,K. the Shear parameter ’y’ is obtained by an
analytical solution.

C2(y,↵) =
KX

k=1

��M0
k
� diag(M0

k
)
��2 (9)

This criterion C2(y,↵) is used in the complex case.

• In [8], the considered criterion is the sum of square
norm of the (i, j)th and (j, i)th entries of matrices Mk,
k = 1, · · · ,K. The fixed couple i and j satisfies 1  i <
j  N . This criterion is a simplified version of the one
given in equation (9). However, JDTM (Joint Diagonal-
ization algorithm based on Targeting hyperbolic Matrices)
outperforms JUST (Joint Unitary Shear Transformation)
in many scenarios (see [8] for details).

C3(y) =
KX

k=1

|m0
k
(i, j)|2 + |m0

k
(j, i)|2 (10)

• In [13], the considered criterion is the sum of square norm
of difference between the (i, j)th and (j, i)th entries of
matrices Mk, k = 1, · · · ,K. This criterion is introduced
to reduce the deviation of matrices Mk from normality.
the Shear rotation is explicitly introduced to minimize the
departure from symmetry of matrices Mk. Hence, for each
elementary rotation Sij(y), the minimized criterion can be
expressed as:

C4(y) =
KX

k=1

X

1i<jN

|m0
k
(i, j)�m0

k
(i, j)|2 (11)

Now, let us generalize the SHRT (SHear RoTation algorithm)
method developed in [12] to the complex case.

IV. COMPLEX SHRT METHOD

The objective of this section is to generalize the method proposed
in [12] to the complex case. Hence, only the Shear rotation is
studied where the Givens rotation is obtained by applying the
solution given in [6].
Let us study the transformed matrices by the Shear transform
given in (7), where only ith, jth rows and columns are affected
by the Shear transformation. Modified entries can be written as:

m0
k
(l, i) = mk(l, i) cosh(y) +mk(l, j)e�|↵ sinh(y)

m0
k
(l, j) = mk(l, i)e|↵ sinh(y) +mk(l, j) cosh(y)

m0
k
(i, l) = mk(i, l) cosh(y)�mk(j, l)e|↵ sinh(y)

m0
k
(j, l) = �mk(i, l)e�|↵ sinh(y) +mk(i, j) cosh(y)

(12)
and the entries twice affected by the shear rotation can be ex-
pressed as:

m0
h
(i, j)e�|↵ = mh(i, j)e�|↵ + ⇠h sinh

2(y) + dh
2 sinh(2y)

m0
h
(j, i)e|↵ = mh(j, i)e|↵ � ⇠h sinh

2(y)� dh
2 sinh(2y)

m0
h
(i, i) = mh(i, i) + dh sinh

2(y) + ⇠h

2 sinh(2y)
m0

h
(j, j) = mh(j, j)� dh sinh

2(y)� ⇠h

2 sinh(2y)
(13)

where
⇢

⇠h = (mk(i, j)e�|↵ �mk(j, i)e|↵)
dh = (mk(i, i)�mk(j, j))

(14)

Note that we have introduced m0
h
(i, j)e�|↵, m0

h
(j, i)e|↵ instead

of m0
h
(i, j), m0

h
(j, i) in order to simplify the other workouts.

Let us find the optimal shear parameter y and ↵ minimizing the
square frobinus norm of matrix M0

h as given in equation (8).
We take into account only the modified entries given in (12) and
(13), then the total criterion can be expressed as

CT (y,↵) = CT1(y,↵) + CT2(y,↵) (15)

where the first term, CT1(y,↵) corresponds to the entries twice
affected given in equation (13) as

CT1(y,↵) =
|m0

h(i,i)+m
0
h(j,j)|

2

2 + |m0
h(i,i)�m

0
h(j,j)|

2

2

+ |m0
h(i,j)e

�|↵+m
0
h(j,i)e

|↵|2
2

+ |m0
h(i,j)e

�|↵�m
0
h(j,i)e

|↵|2
2

(16)
The second term CT2 contains the other terms given by

CT2(y,↵) =
P

N

l=1,l 6=i,j
|m0

h
(i, l)|2 + |m0

h
(j, l)|2

+|m0
h
(l, i)|2 + |m0

h
(l, j)|

(17)

Let us analyse the different parts of CT1(y,↵) given equation
(16), the part |m0

h(i,i)+m
0
h(j,j)|

2

2 is independent from the shear

parameter y and ↵, the part |m0
h(i,j)e

�|↵+m
0
h(j,i)e

|↵|2
2 depends

only on the phase parameter ↵ and the other parts depend
on the two parameters. Then, we have to minimize the part
|m0

h(i,j)e
�|↵+m

0
h(j,i)e

|↵|2
2 to get optimal phase parameter. The

optimal value is

↵ =
1

2
[arg{mh(i, j)m

⇤
h
(j, i)}� ⇡] (18)

Once this value is computed, we insert it in equation (15) in
order to get the shear rotation parameter y. After some workouts,
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the total criterion can be rearranged as

CT (y) = (|dh|2 + |⇠h|2) sinh2(2y) + <(⇠⇤hdh) sinh(4y)
+Gh(cosh(2y)� 1)� 2<(Khe|↵) sinh(2y)
+�

(19)
where
8
<

:

Gh =
P

l 6=i,j
|mh(i, l)|2 + |mh(j, l)|2

+|mh(l, i)|2 + |mh(l, i)|2
Kh =

P
l 6=i,j

mh(i, l)m⇤
h
(j, l)�m⇤

h
(l, i)mh(l, j)

(20)
and � is a constant independent from y and ↵.

We differentiate equation (19) with respect to y and make a
linear approximation to the zeros of this derivative. We get

y = arctanh
✓
<(Khe|↵ � ⇠⇤

h
dh)

2(|dh|2 + |⇠h|2) +Gh

◆
(21)

Finally, the developed algorithm, referred to as Complex SHRT
(CSHRT), is given in Table I.

Table. I
CSHRT ALGORITHM

Require : Mk, k = 1, · · · ,K, fixed threshold ⌧
and maximum sweep number Mit.

Initialization: V = IN and A = IN .
while maxi,j(|y| , |✓|) > ⌧ and (#sweeps < Mit)

for all 1  i < j  N
Unitary transform

Estimate Gij(✓,') using solution given in [6].
Updates matrices V,Mk using equation (22).

Shear transform
Estimate the matrix Mh which has the maximum

departure to the normality.
Compute the phase parameter ↵ using (18).
Compute Shear parameter y using equation (21).
Matrices updates using equation (23)

end for
end while.

The proposed CSHRT algorithm can be summarized as follows.
Given the complex matrices Mk k 2 {1, ...,K}, an iterative
scheme is applied to get the matrix V which is the left inverse
of the mixing matrix A given in equation (1). One iteration
is achieved by successive unitary and Shear transformations.
Using the solution given in [6], the unitary transformation can
be applied to get G(✓,'). The last transformation is used to
update the matrices according to

⇢
V  VG(✓,')

Mk  G(✓,')HMkG(✓,')
(22)

where V is the estimated left inverse of the mixing matrix A.
The Shear transformation is achieved by computing the shear
parameters ↵ and y. The phase parameter ↵ is obtained by using
equation (18) and the angle parameter y is computed by equation

(21). Once these parameters are obtained, the first scheme
of shear rotation is applied to update the different matrices
according:

⇢
V  VS(y,↵)

Mk  S(�y,↵)MkS(y,↵) (23)

The overall proposed algorithm, named complex SHRT
(CSHRT), is summarized in Table I. Note that the last algo-
rithm is the first version of CSHRT, other modifications can be
introduced to get the other versions.
The second version can be developed by taking into account
only the entries twice affected given in equation (13) which
leads to minimize the criterion CT1(y,↵) given in equation (16).
The phase parameter ↵ is the same as given in (18) but the shear
angle y is obtained by:

y = arctanh
✓
� <(⇠⇤

h
dh)

2(|dh|2 + |⇠h|2)

◆
(24)

The third version is realized by differentiating equation (19) with
respect to y, ↵ and making a linear approximations to the zeros
of obtained derivatives. The formula of y is kept unchanged as
in (21) but the phase parameter is:

↵ = arg

 
NX

l=1

mh(i, l)m
⇤
h
(j, l)�mh(l, i)

⇤mh(l, j)

!
� ⇡

(25)
CSHRT1 is the version given in Table I, the second version
noted CSHRT2 is the same as CSHRT1 except for y which is
computed by (24) instead of (21). The last version CSHRT3 is
also the same as CSHRT1 except for the phase parameter which
is obtained by equation (25) instead of equation (18).

V. SIMULATION, RESULTS AND DISCUSSIONS

In this section, we have tested the different proposed algorithm
versions and compared with respect to JDTM and SJD (Simple
Joint Diagonalization algorithm) given in [8,14] respectively for
different cases.

In the first case, the target matrices satisfy exactly the equation
(1), this case is named the exact JEVD case. The aim of this part
is to show the convergence rate of each algorithm.
In the second case, the target matrices did not satisfy the equa-
tion (1) which leads to the case of approximative JEVD. The
objective of this case is to get the noise robustness of each algo-
rithm.
The used Performance Index (PI) is the same as in [7, 16] evalu-
ated over 100 Monte-Carlo realizations. The definition of PI is

PI (Q) = 1
2N(N�1)

P
N

n=1

⇣P
N

m=1
|q(n,m)|2

maxk|q(n,k)|2
� 1
⌘

+
1

2N(N�1)

P
N

n=1

⇣P
N

m=1
|q(m,n)|2

maxk|q(k,n)|2
� 1
⌘

(26)
where Q = V̂A is the global matrix. For a tested algorithm,
when the obtained PI value is close to zero, it means that the
JEVD quality reached is good.
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(a) Case of K = 5 and N = 5
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(c) Case of K = 5 and N = 25
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(d) Case of K = 5 and N = 35

Fig. 1: Mean PI versus sweep number in exact JEVD for different matrix dimensions

A. Exact JEVD case

In this case, all matrices A and {Dk}k=1,...,K are generated
by considering normal distribution, independent and complex
for all entries. Hence, the target matrices {Mk}k=1,...,K are
obtained by using equation (1). All considered algorithms are
applied to these matrices in order to realize the JEVD.

We have realized the JEVD of five matrices ( K = 5)
and varying the matrix dimension N . N takes these values
{5, 10, 25, 35}. The Figure 1 shows obtained results. Note that
as the number of matrices K is less important compared with
the matrices dimension N , as the JEVD difficulty increases.
However, the considered algorithms are differently affected by
this difficulty. JDTM is the less affected one and presents the
best convergence rate.

The SJD algorithm, as shown in Figures 1(c) and 1(d), diverges
completely when the ratio K

N
is less than 20% due to the in-

troduced approximations considered by this algorithm as ex-
plained in [14]. Note that this algorithm uses the second scheme
of generalized Givens rotations by considering small changes
(�s = �g u 1). It minimizes the simplified criterion given (9)
which introduces this divergence for difficult JEVD.

The performance of the different proposed version of CSHRT
are in-between those of SJD and JDTM. This is due to using
only one target matrix to estimate shear parameters instead of
considering all target matrices. Note that the second version
is the most efficient when the CSHRT3 is the worst version
which implies that the phase parameter ↵ is better estimated
with equation (18) instead of formula (25). By analyzing curves
of figure 1, CSHRT1 and CSHRT2 have quadratic convergence
where CSHRT3 has a linear convergence.
The second comparison can be done between CSHRT1 and
CSHRT2. The difference between these versions is the computa-
tion of the shear angle y. The first version CSHRT1 minimizes
the total criteria given in (15) where the second version CSHRT2

minimizes the simplified criterion given (16). Surprisingly, the
second version is better than the first version, it can be seen in
curves of figures 1(c) and 1(d).

B. Approximative JEVD case

In this case, the target matrices are generated using the equation
given in (27) as:

Mk = ADkA�1 +⌅k (27)
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Fig. 2: Median PI versus perturbation level in approximate
JEVD (K = N = 5)

where ⌅k is a noise matrix. The inverse perturbation level (IPL)
can be measured by:

PL(dB) =

��ADkA�1
��
F

k⌅kkF
(28)

The noise matrix ⌅k is generated as ⌅k = %k⌥k where ⌥k is
a random matrix (generated at each Monte Carlo run) and %k is
a positive number allowing to tune the perturbation level, it can
be seen as kind of matrix SNR.
Algorithms’ performance are evaluated according to the IPL
for K = 5 and N = 5. Obtained results are given in Figure 2
where PI versus IPL curves are shown. Note that all algorithms
reach approximatively the same performance as it can be seen in
Figures 2 except for CSHRT3 where the phase is less estimated.
The difference can be seen in the convergence rate as illustrated
in subsection A..

VI. CONCLUSION

In this paper, the JEVD problem using generalized Givens ro-
tation is considered in the complex case. We have seen the
different JEVD criteria and rotation schemes. We have general-
ized SHRT algorithm to the complex case by considering three
versions. Surprisingly, the second version is the most efficient
compared to the other ones. By considering the results presented
in the simulation section, one can deduce that minimizing the
simplified criteria leads to most efficient estimation of shear
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parameters (↵ and y). The presented algorithm is less efficient
compared to JDTM, this is due to the introduced simplifica-
tions and approximations. These simplifications can be listed
as: only one target matrix is considered for shear rotation and
the shear parameter y is obtained by using some linear approxi-
mations. However, the proposed algorithm seem to be efficient
with relatively low computational cost.
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Surface EMG signal segmentation based on HMM
modelling: Application on Parkinson’s disease

Hichem Bengacemi, Abdenour Hacine Gharbi, Philippe Ravier, Karim Abed-Meraim, and Olivier Buttelli

Abstract—The study of burst electromyographic (EMG) activity periods during muscles contraction and relaxation is an
important and challenging problem. It can find several applications like movement patterns analysis, human locomotion
analysis and neuromuscular pathologies diagnosis such as Parkinson disease. This paper proposes a new frame work
for detecting the onset (start) / offset (end) of burst EMG activity by segmenting the EMG signal in regions of muscle
activity (AC) and non activity (NAC) using Discrete Wavelet Transform (DWT) for feature extraction and the Hidden
Markov Models (HMM) for regions classification in AC and NAC classes. The objective of this work is to design an
efficient segmentation system of EMG signals recorded from Parkinsonian group and control group (healthy). The
results evaluated on ECOTECH project database using principally the Accuracy (Acc) and the error rate (Re) criterion
show highest performance by using HMM models of 2 states associated with GMM of 3 Gaussians, combined with LWE
(Log Wavelet decomposition based Energy) descriptor based on Coiflet wavelet mother with decomposition level of 4. A
comparative study with state of the art methods shows the efficiency of our approach that reduces the mean error rate
by a factor close to 2 for healthy subjects and close to 1.3 for Parkinsonian subjects.

Keywords—surface EMG signal, EMG signal segmentation, muscle activity, wavelet analysis, HMM models, Parkinson
disease.

NOMENCLATURE

sEMG surface Electromyographic.
HMM Hidden Markov Modelling.
GMM Gaussian Mixture Models.
DWT Discrete Wavelet Transform.
DWE Discrete Wavelet decomposition

based calculus Energy.
LWE Log Wavelet decomposition based Energy.
WCC Wavelet Cepstral Coefficients.
LPC Linear Prediction Coefficients.
HTK Hidden Markov Model Toolkit.
NAC No-Activity.
AC Activity.
MUAP Motor Unit Action Potentials.
STD Standard Deviation.
ALE Absolute Latency Error.
Acc classification accuracy.
Re Error Rate.
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I. INTRODUCTION

Muscle activity generates electric fields that can be picked up
by means of electrodes located on the skin above the muscle
under study. This signal and this technique are referred to as
surface electromyographic activity (sEMG). Electromyography
has been widely used to gain fundamental knowledge on neuro-
muscular control and muscle operating conditions (central and
peripheral properties of this system, respectively) [1]. sEMG is
also a relevant tool for the kinesiological analysis of movement
disorders and for the evaluation of gait and posture such as for
Parkinson’s disease [2]. Accurate determination of the sEMG
burst activation timing is an important consideration in motion
analysis and remains a challenge and all the more so as sEMG
recording are being done from patient with motor disorder. Tim-
ing features of the burst activation are the starting (onset) and
the ending (offset) points which are relevant indicators to de-
fine motor coordination and its modifications during dynamic
exercise such as during walking activity. This paper is dedicated
to this key task, known in the literature under different narmes:
signal segmentation or signal activity monitoring, or even burst
detection.

A. Related work

The automatic methods for EMG signal segmentation can be
divided into two categories. The first category covers the unsu-
pervised methods like single and double threshold based meth-
ods [3, 4], statistical optimal decision-based methods [5–8],
probabilistic-based methods [9] where the authors character-
ize the muscle activity using EMG burst presence probability
(EBPP) estimated from HMM parameters, wavelet transform-
based methods [10], clustering based methods [11], nonlinear
energy operator-based methods [12–14] and adaptive energy
method [15]. Performance of these methods considerably vary
as they have different properties, computational complexities
and tuning parameters. Moreover, all these methods are user-
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dependent since at least one of their tuning parameters must be
set by the user for each considered sEMG signal.

The second category covers the supervised methods which learn
from signals with segmentations (labels). In order to achieve
the learning task, these methods need labelled dataset for the
training phase. A testing dataset is used in a second phase for
evaluating the performance of the method. The authors in [16]
proposed to select the best one among a pool of onset estimators,
given the measured features. The authors in [17] use Gaussian
Mixture Models (GMM) clustering and Ant colony classifier
(AntCC) as supervised method to automatize the processing of a
large amount of sEMG signals. When applied to sEMG signals,
these approaches clearly show improvement with respect to
unsupervised methods. The proposed work falls within this
category where we exploit the ECOTECH dataset [18] with
Hidden Markov Modelling (HMM) to construct an automatic
segmentation system for muscle activity monitoring.

B. Our contribution

The proposed system is based on HMM modelling combined
with feature extraction based on Discrete Wavelet Transform
(DWT). Several features descriptors extracted from discrete
wavelet analysis have been studied such as Discrete Wavelet
decomposition based calculus Energy (DWE), Log Wavelet
decomposition based Energy (LWE) and Wavelet Cepstral Coef-
ficients (WCC). The main task consists of looking for optimal
parameters of HMM and wavelets descriptors to achieve the
best EMG activity monitoring performance.

The HMMs have been widely investigated and employed in the
automatic speech recognition. Recently, it has been successfully
used for both medical monitoring and diagnosis system applica-
tions such as ECG classification [19], EEG classification [20],
electrical appliances identification [21]. Especially, this method
is also used for the PD classification using the raw gait data [22].
The HMM has been also combined with support vector machine
(SVM) classifier for natural gesture recognition using EMG
signals for upper limb prostheses control [23]. In [24], the au-
thors have combined the HMM and the multilayer perceptrons
(MLP’s) for classifying six motions based on EMG signals. A
HMM based classifier is used for speech recognition using my-
oelectric signals from the muscles of vocal articulation [25].
In [9], the authors have used the HMM on EMG signals to mea-
sure the EMG burst presence probability (EBPP). the study was
limited to simulated signals and to one experimental signal just
for illustration purpose. In this paper, we use HMM to classify
EMG activity versus no EMG activity.

In brief, the main contributions of our work are: firstly, this work
exploits the principal advantage of wavelet decomposition that
is better adapted than Fourier decomposition for extracting the
impulsive information of the action potentials (AP) of the motor
units (MU). Secondly, this work adapts the HMM to automatic
EMG signal segmentation . Note that HMM is one of the best
tools to model signal state transitions and, to the best of our
knowledge, this is the first time it is used for the considered
supervised segmentation task. Finally, based on the ECOTECH
data base, we provide a thorough performance analysis and
comparative study with the state of the art methods.

The paper is organized as follows: section II. presents the prob-

lem formulation and the proposed method. Section III. is dedi-
cated to the performance analysis and discussions while section
IV. is dedicated to the concluding remarks.

II. MATERIAL AND METHOD

In this section, we present in details the methodology of our
proposed work. More precisely, after defining thoroughly the
problem and work objectives, we introduce gradually the pro-
posed method starting by the description of Hidden Markov
Model (HMM) for EMG signal modelling. Then, the discrete
wavelet transform and the proposed feature extraction technique
are introduced. After that, we briefly describe the data base used
in this study.

A. Problem formulation of EMG signal segmentation

We consider N measurements (samples) {y[n]}n=1:N of sur-
face EMG signal. Given a chosen analysis window length, these
observations are divided into overlapping frames. For each sig-
nal’s frame, we are interested in determining whether it contains
a signal s[n] embedded in a random background noise w[n]
(EMG activity) or, on the contrary, it is just the confusing man-
ifestation of the noise (no EMG activity). Hence, we have a
binary decision problem expressed as:

� :

(
H0 : no EMG activity

H1 : EMG activity
(1)

This task is known as EMG signal segmentation. In this work,
the HMM method has been adapted to resolve the muscle activ-
ity detection problem or equivalently the EMG signal segmenta-
tion.

In addition, the visual inspection for activation tags (bursts on-
set and offset) was done by taking into account biomechanical
indicators of the gait cycle calculated from accelerometer mea-
surement. We were thus able to recalibrate the EMG activity
with respect to the gait cycle. This is why the burst of activity
defined in our recordings corresponded to a functional activation
for walking and not to a non-voluntary activation.

B. Hidden Markov Model (HMM) for EMG signal modelling

Signal segmentation is the process of identifying the boundaries
between segments of different classes. Signal segmentation sys-
tem can be carried out using statistical modelling techniques
such as Gaussian Mixture Models (GMM) and Hidden Markov
models (HMM). Such system can be seen as pattern recognition
system which requires a training phase for modelling the tem-
poral pattern classes and recognition phase for identifying the
different classes of segments of input signal. Hence, training
and testing databases of signals are required to design the seg-
mentation system. Both phases require feature extraction step
to convert each signal in sequence of features vectors obtained
by dividing the signal into overlapping windows and computing
from each window a set of features that constitutes the feature
vector (see Fig.1). This sequence of vectors can be considered
as input sequence of observations in modelling or classification
steps.

In this work, we used 50% overlapping windows.
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Fig. 1: Features extraction steps for HMM modelling. The blue
arrows specify the authorized sequence of classes which defines
constraints embedded in the language model for HMM design.

Particularly, in speech recognition task, the signal segmentation
process has the aim to identifying the boundaries of segments of
phonemes, word or sentences using respectively acoustic model,
lexical model and language model. HMM models based sys-
tem can be implemented using the HTK tools library (Hidden
Markov Model Toolkit) which was designed firstly for speech
recognition system including acoustic, lexical and language
modelling [26]. This toolkit permits to model each phoneme
by an HMM model of Nstates states each one associated to
GMM model of NGMM Gaussian components for modelling
the observation probability density function. The parameters of
HMM models are estimated using the embedded Baum-Walsh
algorithm which is implemented in HTK software using the
HEREST command. The recognition phase can be carried out
with the Viterbi algorithm using the HVITE command with re-
spect to a language model and dictionary [26]. Nevertheless,
the HMM models based system using HTK tools library has
been used for others applications such as electrical appliance
identification [27], speech recognition [28] and emotion recog-
nition [29].

In this work, we use this toolkit to segment the EMG signal in re-
gions (patterns) of activity (AC) class and regions of No-activity
(NAC) class. The EMG signal is considered as a sequence of
successive regions of AC and NAC classes, each one being
represented by an observations sequence (sequence of features
vectors) and modelled by HMM (see Fig.1)). The parameters
of each model of AC class or NAC class are estimated from
the training phase. By considering the same approach as for
speech signal segmentation, the EMG signal segmentation uses
the Viterbi algorithm to recognize the classes sequence using the
trained HMM with respect to a language model that represents
the constraint about the authorized sequence of classes.

1— HMM models: The HMM is a statistical model used to rep-
resent the evolution of temporal dynamics in time series or
temporal observations sequence. The modelled phenomenon
by HMM is a random and unobservable process that generates
random observations. Thus, an HMM model results from the as-
sociation of two stochastic processes: an unobservable process
Q(t) (states process) and an observable process O(t).In general,

the Q(t) is a Markov chain which is supposed to be at each in-
stant t in a state qt = i(1  i  K) which emits an observation
ot with probability distribution bi(o) = P (o\q = i) [30, 31].

Let each region be represented by a sequence of feature vectors
or observations sequence O(t), defined as:

O = o1, o2, ...., oT (2)

Where ot is the features vector observed at time t and let the
states sequence Q given by:

Q = q1, q2, ...., qT (3)

HMM model can be considered as a probabilistic machine of fi-
nite states described by a set of nodes (or states) related together
by arcs of transitions (see Fig.2). Each state i(1  i  K)
at time instant t is associated with a probability distribution
bi(o) = P (o\qt = i) of observation o and with each transi-
tion from state i to state j is associated a transition probability
aij = P (qt = j \qt�1 = i) [30, 31]. If the observations are de-
fined in a continuous space, then the probability density function
of observation emission in state j can be represented by a Gaus-
sian mixture model(GMM) of M components, given by [26]:

bj(ot) =
MX

i=1

ciq
(2⇡)d |

P
i |

exp(�1

2
(ot � µi)

⇤.
X�1

i
.(ot � µi))

(4)

Where: µi and
P

i represent the mean and the covariance ma-
trix of the ith Gaussian component, ci is the weight of the ith

Gaussian satisfying the condition:
PM

i=1 ci = 1

Fig. 2: Example of left- Right HMM Model [31].

The basic parameters of an HMM model are given as follows:

• The states transition matrix A = {aij}.

• The matrix of observation probability distribution B =
{bi(o)}.

• The initial state probability ⇡ = {⇡i\ = P (q1 = i)}
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HMM can be written as � = (A,B,⇡)

Given several HMM models � and given an input observations
sequence O, the training phase consist to estimate the appropri-
ate parameters of the HMM model that maximize the likelihood
P (O\�). Practically, the re-estimation of the HMM model pa-
rameters can be carried out using the Baum-Welch algorithm.
The recognition phase has the objective to find the best HMM
model that maximizes the probability P (�\O). This phase can
be carried out using the Viterbi algorithm.

2— HMM models based segmentation system : Fig.3 illustrates
the diagram of our segmentation system. In the training phase,
each region class is modelled by left-right HMM model of
Nstates, each one being represented by GMM model of NGMM

Gaussian with diagonal covariance matrices. The parameters
of HMM and GMM models are estimated using the HEREST
command of the HTK tool, applied on the sequence of feature
vectors extracted from the EMG signals of the training database.
Furthermore, this estimation requires the reference text tran-
scription that contents the class’s sequence of each signal. The
sequences of feature vectors are extracted using wavelet analysis
applied on each EMG signal. This section will be described in
the following section.

In the segmentation phase, the HVITE command of HTK tool
uses the trained HMM models and constraints model (language
model) for transcribing each input features vectors sequence in
sequence of classes (AC and NAC) and detecting the boundaries
of their segments [26, 32]. The constraints problem consists
to accept only the classes‘s sequence in which each AC label
(class) is followed by NAC label is followed by NAC label (see
Fig.1).

Fig. 3: HMM-models-based EMG signal segmentation.

Finally, the performance evaluation can be done using the HRE-
SULTS command of HTK tool which compares each testing
transcription of an EMG signal with its corresponding reference
transcription [26]. The result of the segments identification is
evaluated using the accuracy Acc defined in subsection A..

C. Discrete wavelet transform based feature extraction

Wavelet transform has largely been used as signal analysis tech-
nique in pattern recognition systems in order to extract a set
of features from each analysis window (frame) of the signal of
interest. The success of this technique essentially relies on the
flexibility provided by the mother wavelet which choice depends
on the properties of the data as well as on the targeted application.

For example, the orthogonality property between members of a
wavelet family is desirable for compression purpose whereas the
compactness property is desirable for the analysis and detection
of impulsive data. Moreover, wavelet transform is particularly
suitable for the analysis of data stemming from the real world be-
cause of its scale property that is compliant with many physical
behaviors: long time events should be analyzed with slow long
waveforms whereas short time or impulsive events should be
analyzed with rapid short waveforms. The tool is thus suitable
for correctly extracting the impulsive information of motor unit
action potentials (MUAP) generated by EMG activation. Im-
pulsive information can therefore be precisely localized and the
information content precisely analyzed. To that aim, the authors
of [10] proposed to use the first-order Hermite–Rodriguez func-
tion. The continuous wavelet transform has been used in [33] for
the identification of the single action potentials in the time scale
domain. The authors argue that the filtering effect of the volume
conductor occurring between source signal taking its deep origin
at the fiber level and MUAP detected signal at the skin surface
produces different MUAP’s that can be considered as dilated
and attenuated versions of one single shape. This observation
motivates the use of wavelet provided a mother wavelet with
similar shape exists or can be created.
In the discrete form of the wavelet transform (DWT), decom-
position coefficients are computed at different scales up to the
maximum dyadic decomposition depth p (to be a priori cho-
sen or maximally fixed as log2(N) where N is the number of
data samples in the analysis window). At each scale or de-
composition level j, a set dj [n] (indexed by n) Nj = N

2j of
wavelet coefficients is computed (the name d is for detail coeffi-
cients). The last decomposition level p produces the set ap[n]
(the name a is for approximation coefficients). Therefore, a
discrete wavelet energy (DWE) can be computed at each scale
as:

8
>>>>><

>>>>>:

E(dj) =

Nj�1X

n=0

|dj [n]|2 for j = 1, ..., p

E(ap) =

Np�1X

n=0

|ap[n]|2
(5)

Finally, the set of features extracted from each analysis win-
dow of a signal is composed of wavelet coefficient energies
E(d1), E(d2), ..., E(dp), E(ap), which makes an energy analy-
sis on consecutive spectral bands of the data (from the highest
to the lowest when j goes from 1 to p). In order to extract other
possible descriptors, the authors in [27] have used the DWE
normalized on total energy of window analysis, the logarithm
of wavelet energy (LWE) and the Wavelet Cepstral Coefficient
(WCC) computed from the discrete cosine transform (DCT)
of LWE (see Fig.4). In this work, we investigated the impact
of these descriptors on the performance results of EMG signal
segmentation. Hence different experiences have been carried
out to search for the optimal configuration.

D. Data base description

The HMM based method is applied to real sEMG signals. It
has been recorded on different muscles which characterize the
gait. These signals have several EMG activity bursts and are
recorded in ecological conditions within the French National
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Fig. 4: Process for the extraction of LPC / DWE / LWE / WCC
features [27].

Project ECOTECH [18]. The group was constituted of nine
healthy subjects and eight Parkinsonian subjects recorded
during the ECOTECH project. This study was approved by the
local ethics committee and subjects provided written consent
prior to commencement.

We have tested the proposed method for surface EMG signals
recorded during the ECOTECH experiment. Patients were pre-
pared for electrodes placement by shaving the skin and cleaning
it with alcohol wipes. Differential EMG sensors were placed on
the muscle belly parallel to the main direction of muscle fibres
in accordance with study on the innervation zone [34]. Data
were collected using an on board system of 16 wearable sensors
(bandwidth 20-450 Hz, 16 bits per sample, 1926 Hz sampling
rate, Delsys Trigno, Natick, USA) with SNR = 3.31 dB. Each
sensor recorded the activity of a single muscle. In this work, we
selected the data collected from the right soleus muscle (RSol)
which is predominantly involved in gait and shows high energy.
For this muscle, all EMG bursts were previously manually seg-
mented by an expert. The data base description is reported in
tables I and II.

The group of eight Parkinson’s patients had a median age of
59.5 years [54-65.7, first and third quartiles] and was composed
of two women and six men with a moderate bilateral deficit
and a median UPDRS score of 7.5 [3.75-13.25], score obtained
under anti-parkinsonian medication (ON state). The control
group of nine healthy people had a median age of 38 years
[38-49] and consisted of one woman and eight men. No motor
disability or dysfunction were a prerequisite to be part of this
latter. The electromyographic activities were collected during
continuous walking sequences for which the conditions were the
same between groups: free (natural gait), rectilinear and without
obstacles or obstructions. More specifically for the patients, the
gait tests were carried out in ON state.

III. RESULTS AND DISCUSSION

The proposed HMM based method was applied to segment
the real sEMG signals automatically. The following section
describes the performance tools used for an objective compar-
ison of the segmentation results. Then, an experimental setup
is carried out in order to get the optimal configuration of the
segmentation system. Statistical segmentation results are also
provided and the obtained results are compared with those of
the state-of-the-art methods reported in [15].

This expertise was conducted within the ECOTECH project [18]
where the EMG signal segmentation has been achieved by biomedical
researchers using visual inspection.

A. Performance evaluation tools

In order to evaluate the performance of the segmentation task,
we have considered two main criteria, namely the classification
accuracy (Acc) and the error rate (Re). The Acc is defined in
Eq.(6) and is used to evaluate the number of correctly detected
EMG burst activities using the HRESULTS command of HTK
tool [26].

Acc =
N �D � S � I

N
(6)

N represents the total number of segments labels in the reference
transcriptions of EMG signals, D is the number of deleted labels,
S is the number of substituted labels and I is the number of
inserted labels.

The Re performance criterion is used for the fine detection of
the beginning (onset) and the end (offset) of each EMG burst
activity. In order to evaluate Re (%), we have used a binary
representation of our sEMG signal according to:

B[n] =

⇢
0 if the decision made for the n-th sample is ’no activity’
1 if the decision made for the n-th sample is ’activity’

Re = Prob(B[n] 6= Bex[n]) (7)

where Bex[n] refers to the exact value of our binary signal
representation given by the expert and Prob refers to the
probability of a given event.

In this work, we have also achieved the performance’s analysis
by computing the mean and standard deviation (STD) values
of the burst duration values as well as the corresponding abso-
lute latency error (ALE) between the mean of the experimental
duration and the mean of the expert duration as given in Eq.(8).

ALE = |Mean of real bursts durations � Mean of estimated bursts durations|
(8)

B. Optimal configuration of the segmentation system

The purpose of this section is to describe the experimental setup
that will give the best configuration of our system by evaluating
the proposed HMM method’s performance for two types of
signals, namely real EMG signals of healthy subjects and real
EMG signals of Parkinsonian subjects.
We present in this section a number of experiments we carried
out to find the optimal configuration of our framework that
gives the best performance To find the optimal parameters of
the HMM (state number and gaussian components number).

Three experiments are processed in order:

(1) to compare the performance of the DWE, LWE and WCC
descriptors to other features commonly used in the litera-
ture such as prediction analysis (LPC: Linear Prediction
Coefficients);



68 H.Bengacemi et al.: Surface EMG signal segmentation based on HMM modelling: Application on Parkinson’s disease

Subjects Number of EMG bursts Mean of real EMG burst duration (ms) STD of real EMG burst duration (ms) Signal length (samples) Signal duration (s)

Training phase

Control1 22 1037.7000 98.5539 50206 26.0685
Control2 10 1059.7000 288.3023 21595 11.2128
Control3 11 1068.1000 85.4207 27733 14.3998
Control4 11 1069.3000 103.7267 28396 14.7441
Control5 11 809.9091 33.3090 21500 11.1635

Testing phase

Control6 6 1031.7000 73.5193 14853 7.7121
Control7 6 1013.3000 321.9687 12576 6.5298
Control8 12 898.0833 48.5264 27629 14.3458
Control9 26 969.2308 104.8490 55024 28.5702

Table. I
DESCRIPTION OF SEMG SIGNALS FOR HEALTHY SUBJECTS.

Subjects Number of EMG bursts Mean of real EMG burst duration (ms) STD of real EMG burst duration (ms) Signal length (samples) Signal duration (s)

Training phase

Park1 10 1225.3000 65.0898 55024 28.5702
Park2 10 959.2000 121.2910 17587 9.1317
Park3 5 1362 233.4309 9371 4.8657
Park4 37 933.8108 128.3433 76296 39.6152

Testing phase

Park5 10 766.2000 53.1012 21739 11.2876
Park6 9 990.5656 55.1750 17170 8.9152
Park7 5 773.8000 157.9421 8617 4.4742
Park8 5 652.2000 80.6021 8953 4.6487

Table. II
DESCRIPTION OF SEMG SIGNALS FOR PARKINSONIAN SUBJECTS.

(2) to find the optimal analyzing frame duration;

(3) to search for the optimal combination of decomposition
level and mother wavelet;

(4) to analyze the performance results of our framework and
to compare them with the results obtained using other
state-of-the-art existing methods.

In order to deeply evaluate the performance of our method, we
carried out the first experiment for different numbers of HMM
states Nstates, different numbers of Gaussians for GMM mod-
elling NGMM and different levels of wavelet decomposition
Ldecomp or P order for LPC descriptor. The mother wavelet
’Sym4’ was chosen with 66.45ms window durations as rec-
ommended in [35] for EMG pattern recognition. The best
descriptors with the optimal parameters were chosen for the
second experiment of window duration study then for the opti-
mal wavelet configuration. Finally a comparison with state of
the art methods is carried out.

1— Performance comparison of the descriptors: This section
shows evaluation results of the DWE descriptor for the task of
surface EMG signal segmentation. The performance analysis
is compared to LPC descriptor, LWE (Log Wavelet decom-
position based Energy) descriptor and WCC descriptor. In
this experiment, we search for the optimal parameters con-
figuration that gives the best Acc and Re. For each descrip-
tor, we have varied the state number for each experiment
Nstates = (2, 3, 4, 5, 6, 7, 8, 9, 10), the number of components
in GMM modelling NGMM = (1, 2, 3, 6, 12, 24, 48) and the
order P = (2, 3, 4, 5, 6, 7, 8, 9, 10) of LPC descriptor. The anal-
ysis frame duration is fixed to 66.45 ms (which represents 128
samples) and the mother wavelet is chosen to ’Sym4’ and the
wavelet decomposition level Ldecomp = 4. The obtained results
are given in Table III. The latter shows the optimal configura-
tions in terms of number of Gaussians NGMM and number of
states Nstates for each wavelet descriptor DWE, LWE and WCC
as well as the optimal order P added for the LPC descriptor. The

Acc and Re values are given for these optimal configurations.
In order to evaluate the robustness of each descriptor regarding
the variations of NGMM and Nstates, the mean and STD values
of Re are reported by computing the Re values when consider-
ing all the values of the tested parameter sets. From all these
results, we adopted the following rules in order to identify the
best configuration of the system. First, we examine the best
accuracy results. Second, when multiple best configurations
exist, the best Re values are considered also taking into account
the robustness results. Results shown in Table III highlight the
performance gain of the wavelet descriptors that all show 100%
of Acc compared to the LPC descriptor showing the bad score
of 87.34%. Now, the best descriptor is WCC with 4.88% for the
Re value. However, the WCC descriptor requires more calculus
and is more influenced by the variations of the state number
and the gaussian number (mean of 7.41 and standard deviation
of 0.51). The next candidate with a weak Re value is LWE
also showing better Re statistics than WCC (in particular with
an STD value which is about 4 times lower). Hence, in the
following sections, we choose the LWE descriptor by taking a
2-states number and a 3-gaussians number.

2— Influence of the window duration: After choosing the fea-
ture’s descriptor, we investigate the appropriate analysis frame
duration. This section aims at investigating performance im-
provements by taking into account the advantages of wavelet
analysis appropriate for the non stationary case of EMG sig-
nals. We have varied the analysis frame duration with ’Sym4’
wavelet, number of GMM NGMM = 3, number of states
Nstates = 2 and decomposition level equal to Ldecomp = 4
for LWE (Log Wavelet decomposition based Energy) descriptor.
Table IV shows the Acc and Re values for different values of
analysis frame duration. The best performance is obtained for
analysis frame duration equal to 66.45ms which gives Acc and
Re values equal to 100 % and the lowest Re equal to 5.37 %.

The following subsection focuses on the performance analysis
for the optimal choice of mother wavelet.
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Descriptors LPC⇤ DWE LWE WCC
Optimal parameters NGMM = 24 NGMM = 3 NGMM = 3 NGMM = 48

Nstates = 2 and P = 2 Nstates = 3 Nstates = 2 Nstates = 2
Acc % 87.34 100 100 100
Re % 43.48 6.16 5.37 4.88

Mean of Re % 49.14 6.24 6.23 7.41
STD of Re % 0.731 0.083 0.138 0.510

Table. III
PERFORMANCE COMPARISON OF THE Acc% FOR DWE, LPC, LWE AND WCC FEATURES USING ’Sym4’ AND Ldecomp = 4
WITH ANALYSIS FRAME DURATION EQUAL TO 66.45 ms FOR THE HMM OPTIMAL PARAMETERS.THE MEAN AND STD
VALUES ARE STATISTICAL RESULTS EVALUTED BY CONSIDERING NGMM AND Nstates RANGES PLUS P RANGE FOR LPC
DESCRIPTOR. THE STAR * INDICATES THAT Re WAS CALCULATED ONLY TAKING INTO ACCOUNT CORRECTLY CLASSIFIED

SEQUENCES
.

Analysis frame duration (ms) 16.61 33.22 49.84 66.45 83.07 99.68 116.30 132.91
Acc % 80.38 91.14 97.47 100 100 99.37 100 100
Re % 6.41 5.39 5.33 5.37 5.505 5.61 5.81 8.46

Table. IV
PERFORMANCE COMPARISON OF THE Acc (%) AND Re (%) FOR DWE FEATURES USING ’Sym4’ FOR DIFFERENT ANALYSIS

FRAME DURATIONS FOR THE HMM OPTIMAL PARAMETERS.

3— Choice of the mother wavelet: Many studies of surface
EMG analysis have concluded that the Daubechies (Db) wavelet
family is the most suitable wavelet for sEMG signal analy-
sis [36–38]. In [35], the authors have concluded that the ’Sym4’
is the most appropriate one for EMG pattern recognition. This
experiment aims at selecting the optimal mother wavelet or-
der within its family for an analysis window durations equal to
66.45 ms, a number of GMM NGMM = 3, a number of states
Nstates = 2 with a decomposition level varying between 1 to
log2 of samples number of analysis window (max level=7). In
this work, we consider the following wavelet families:

• the Daubechies family with orders 1 to 8: Db1, Db2, ... ,
Db8;

• the Symlets family with orders 1 to 8: Sym1, Sym2, ...,
Sym8;

• the Coiflets family with orders 1 to 5: Coif1, Coif2,...,
Coif5.

The Acc, Re and Ldecomp values are reported in Tables V, VI
and VII for each of the three wavelet families, respectively.
For all the families, the optimal decomposition level decreases
with the augmentation of the mother wavelet order. The results
highlight the performance robustness of the proposed approach
in terms of Acc value where we notice that the mean values
of Acc are greater than 97.47 % and the mean of error rate Re
are lower than 5.70 %. In particular, we also notice that the
’Coif5’ wavelet for decomposition level equal to Ldecomp = 4
leads to the minimum of Re = 4.68 % and the maximum of
Acc = 100 %. This latter result shows improved performance in
terms of error rate compared to WCC performance as reported
in Table III. The improvement of the results is consistent with
the step by step experimental strategy we follow, which purpose

is to propose a tuned set for the configuration of the system,
without requiring too much exhaustive empirical calculus. We
thus retain this last result as a new starting point for further
comparison studies that will be presented in section C.

C. Statistics of the bursts duration estimation

In this part of our work, we conduct a performance analysis of
the segmentation task using statistics on the segmented bursts
duration values (mean, STD and ALE). The results are obtained
with an analysis frame duration equal to 66.45 ms, a number
of GMM NGMM = 3, a number of states Nstates = 2 and
a decomposition level equal to Ldecomp = 4 with the mother
wavelet ’Coif5’.

Table VIII presents the mean and the STD of the estimated
bursts duration values, the estimated number of EMG activity
bursts and ALE for the healthy’s and Parkinson’s subjects from
the sEMG records of right soleus muscle. The table shows that
the estimated numbers of bursts are compliant with the expert
numbers. The results also show low ALE values (less than 46
ms for all subjects) except for one Parkinson’s subject (showing
80 ms).

Fig.5 and Fig.6 show illustrative examples of a real sEMG signal
for right Soleus muscle of control and Parkinson’s subjects
respectively. The signal is segmented in AC and NAC parts
using HMM method for NGMM = 3, Nstates = 2, Ldecomp = 4,
wavelet = Coif5 and frame length = 66.45ms for an error rate
equal to Re = 2.71% for control subject and for Parkinson’s
subject Re = 6.06%.

D. Performance comparison with some state-of-the-art segmen-
tation methods

In order to compare our method with state-of-the-art segmenta-
tion methods, we have considered the five methods presented
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Daubechies Db1 Db2 Db3 Db4 Db5 Db6 Db7 Db8 Mean STD

66.45 ms
Ldecomp 7 5 5 5 4 4 4 4 // //
Acc % 97.47 100 100 100 100 100 100 100 // //
Re % 5.20 5.08 5.28 5.47 5.53 4.98 5.23 5.02 5.22 0.199

Table. V
PERFORMANCE RESULTS IN TERMS OF Acc (%), Re (%) AND OPTIMAL Ldecomp FOR LWE FEATURES USING DAUBECHIES

WAVELET FAMILY.

Symlets Sym1 Sym2 Sym3 Sym4 Sym5 Sym6 Sym7 Sym8 Mean STD

66.45ms
Ldecomp 7 5 5 5 4 4 4 4 // //
Acc % 100 100 100 100 100 100 100 100 // //
Re % 5.20 5.08 5.28 5.21 5.18 5.70 5.20 5.30 5.268 0.186

Table. VI
PERFORMANCE RESULTS IN TERMS OF Acc (%), Re (%) AND OPTIMAL Ldecomp FOR LWE FEATURES USING SYMLETS

WAVELET FAMILY.

Coiflets Coif1 Coif2 Coif3 Coif4 Coif5 Mean STD

66.45 ms
Ldecomp 6 4 4 4 4 // //
Acc % 100 100 100 100 100 // //
Re % 4.91 4.99 5.26 5.23 4.68 5.014 0.2399

Table. VII
PERFORMANCE RESULTS IN TERMS OF Acc (%), Re (%) AND OPTIMAL Ldecomp FOR LWE FEATURES USING COIFLETS

WAVELET FAMILY.

Subject Control6 Control7 Control8 Control9 Park5 Park6 Park7 Park8

Real burst duration
Mean(ms) 1031.7000 1013.3000 898.0833 969.2308 766.2000 990.5556 773.8000 652.2000
STD (ms) 73.5192 321.9687 48.5264 104.8490 53.1012 55.1750 157.9421 80.6021
Number 6 6 12 26 10 9 5 5

Estimated burst duration
Mean (ms) 1003.7020 1044.0991 925.2054 1003.3472 719.77 959.2504 693.7117 616.0029
STD (ms) 57.2459 350.6888 48.3647 121.5427 125.0333 49.9449 124.7589 72.9712
Number 6 6 12 26 10 9 5 5

Performance ALE (ms) 27.95 31.09 27.12 34.11 46.43 31.30 80.0883 36.1971

Table. VIII
MEAN, STANDARD DEVIATION (STD) AND ABSOLUTE LATENCY ERROR (ALE) OF EMG BURST ACTIVITY DURATION FOR

RSOL RIGHT soleus MUSCLE FOR HEALTHY AND PARKINSON’S SUBJECTS.

in [15]. Table IX presents Re values for the healthy and Parkin-
son’s subjects of sEMG records from the right Soleus mus-
cle. The results highlight the performance gain of the proposed
HMM approach compared to the other existing methods. In
order to facilitate the reading of the results, the Mean and STD
values are graphically displayed in Fig.7. In order to highlight
the differences between the two classes, the graphical statistical
results are also presented in Fig.8 for both categories. From
these graphs, we notice that, the HMM method seems to be the
most appropriate for an automatic EMG activity monitoring for
all the subjects (Fig.7). More specifically, by comparison with
the other state-of-the-art methods, the segmentation is far better
for the control subjects and also shows a slight improvement for
the Parkinsonian’s subjects (Fig.8).

Table X presents the comparative ALE values and estimated
numbers of EMG activity bursts for the Control6 and Park5
subjects of sEMG records from the right Soleus muscle. The
results highlight the performance gain of the proposed HMM
approach compared to the other existing methods, in particular
w.r.t. the number of EMG activity bursts. For the Parkinson case,
all methods except our failed in estimating the right number of
bursts. The ALE values for our method are also always the
lowest among the concurrent methods.

E. Recommendation and discussion

Several techniques already exist for EMG signal activity seg-
mentation, but the detection performance is far from being satis-
factory in difficult cases like in neurodegenerative EMG activity.
This work represents a further step towards developing efficient
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Subject DoubleTh Wavelet TKEO RMS SampEn FM-ALED HMM
Park5 20.11 22.04 18.96 18.09 17.65 9.78 6.06
Park6 22.00 20.63 22.54 12.90 14.54 5.83 3.16
Park7 19.82 18.65 15.27 9.40 14.50 7.92 10.35
Park8 17.08 21.94 17.59 16.06 13.72 10.77 5.55

Control6 22.96 14.42 10.81 8.03 7.53 4.38 2.71
Control7 18.04 17.77 12.27 11.14 8.83 5.07 3.07
Control8 19.74 20.43 15.76 15.27 23.46 7.62 3.02
Control9 17.08 22.75 15.47 18.92 9.55 7.60 3.52

Table. IX
COMPARISON OF ERROR RATE Re WITH THEIR MEAN AND STANDARD DEVIATION VALUES OF EMG ACTIVITY BURST

DETECTION FOR RSOL RIGHT soleus FOR HEALTHY AND PARKINSON’S SUBJECTS.

Subject Real burst duration DoubleTh Wavelet TKEO RMS SampEn FM-ALED HMM

Estimated burst duration for Control6

Mean (ms) 1031.70 209.47 604.67 549.00 904.29 891.00 986.47 1003.70
STD (ms) 73.52 157.85 434.41 604.15 394.28 520.51 128.60 57.24
Number 6 19 9 14 7 8 6 6

Performance for Control6 ALE (ms) // 822.22 427.03 482.70 127.41 140.07 45.18 27.95

Estimated burst duration for Park5

Mean (ms) 766.20 281.18 327.46 284.20 300.88 327.55 667.56 719.77
STD (ms) 53.10 201.96 180.38 177.59 281.33 105.15 16.33 125.03
Number 10 17 13 15 34 11 9 10

Performance for Park5 ALE (ms) // 485.02 438.73 482.00 465.31 438.65 98.64 46.43

Table. X
MEAN, STANDARD DEVIATION (STD) AND ABSOLUTE LATENCY ERROR (ALE) OF EMG BURST ACTIVITY DURATION FOR

RSOL RIGHT soleus MUSCLE OF Control6 AND Park5 SUBJECTS USING DIFFERENT SEGMENTATION METHODS.
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Fig. 5: Automatic segmentation of real sEMG signal of the
control subject (Control6) with HMM method for right Soleus
muscle with Re = 2.71 % (NGMM = 3, Nstates = 2, Ldecomp=
4, wavelet = Coif5 and frame length = 66.45ms.)

automatic segmentation solution which is an important task in
raw data processing in order to be able to exploit massive EMG
datasets necessary for the development of systems that can be
used as genuine medical diagnosis supports in future, especially
in Parkinson’s disease diagnostic. The proposed approach can
be seen as an improvement of the EMG activity detection prob-
lem in particular because the study has been carried out on the
ECOTECH dataset gathering ecological difficult situations close
to conditions that can be encountered in the targeted applications.
In this context, our proposed HMM method has been applied to
real EMG signals recorded for healthy and Parkinson’s subjects.
Different experiments have been carried out to find the optimal
configuration of the segmentation system that gives the best per-
formance in terms of accuracy and error rate. The results have
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Fig. 6: Automatic segmentation of real sEMG signal of the
Parkinson’s subject (Park5) with HMM method for right Soleus
muscle with Re = 6.06 % (NGMM = 3, Nstates = 2, Ldecomp=
4, wavelet = Coif5 and frame length = 66.45ms.)
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Fig. 7: Comparison of error rate Re showing mean and standard
deviation of burst EMG activity detection for RSol right soleus
for healthy and Parkinson’s subjects.
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Fig. 8: Comparison of error rate Re showing mean and standard
deviation of burst EMG activity detection for RSol right soleus
for healthy and Parkinson’s subjects.

shown clear improvements of the system performance gained
step by step from consecutive experiments. We summarize and
discuss here the main improvements made out of this study and
highlight some perspectives for this research work.

• The DWT analysis presents the first improvements com-
pared to the LPC analysis whatever the wavelet descriptor
type (DWE, LWE and WCC). This analysis gives the accu-
racy of 100%. Particularly, the LWE descriptor is shown
to be more appropriate for the segmentation task. These
results have been obtained by taking the best configuration
of HMM models of 2 states associated each one with a
GMM model of 3 gaussian components, analysis window
of 66.45ms duration and giving error rates around 5%
whatever the family of mother functions.

It can be noticed that the optimal decomposition level de-
creases by increasing the order of the Daubechies wavelet
family (this is also true for the other families). This can
be explained by the fact that the length of the associated
filter used for wavelet coefficients computation increases
with the Daubechies order. At the first Daubechies orders,
filter lengths are rather small which remains applicable for
filtering purpose with a small number of data samples that
are considered at the deepest decomposition levels. The
order increasing, the filter length increasing thus requiring
data with a higher number of samples for a correct filtering
application. Therefore limiting the optimal decomposition
level values to 4 seems to be a appropriate choice in this
context. Experimental results show that the Coiflet wavelet
function with level decomposition of 4 presents the best
error rate of 4.68 %. Also the Sym2 and Db6 give a good
performance too.

• The obtained segmentation performance in terms of error
rate, absolute latency error and the number of burst EMG
activity out performs those of the existing methods from
the literature used in our comparative study (see Tables IX
and X). A key point stemming from these results is the abil-
ity of the proposed method to estimate the correct number
of bursts whatever the subjects under study. Having access
to the number of bursts with their durations is essential for
the monotoring of pakinsonian subjects and particularly
in the frame of the following of a rehabilitation protocol.
To that aim, we also recommend the use of supervised
techniques even if labelling data can be controversial and
difficult to obtain from experts. These methods are far

less common than current state-of-the-art unsupervised
methods.

• The proposed HMM technique is most appropriate for
EMG signal segmentation of healthy subjects where we
have observed a significant performance gain in terms of
error rate (see Fig.8).

• In this study, we have used the discrete wavelet transform
as feature descriptor because this decomposition is more
adapted than the Fourier decomposition to extract the im-
pulsive information of the action potentials of the motor
units (provided that the mother wavelet is well selected).

• Our proposed HMM method is robust to the choice of the
mother wavelet type since we have concluded that all the
tested mother wavelets family gave an error rate close to 5
% and classification accuracy close to 98 %.

IV. CONCLUSION

Muscle activity detection of human skeletal muscle has impor-
tant clinical applications. In this paper, we have proposed a
novel framework for muscle activity detection based on the
EMG signal segmentation using Hidden Markov models com-
bined with DWT analysis. Different descriptors extracted from
this analysis have been used and the results have shown that the
HMM models combined with LWE descriptor extracted using
the Coiflet 5 with decomposition level 4 give the best perfor-
mance in terms of accuracy and error rate. A comparative study
with state-of-the-art methods confirms the effectiveness of our
approach. The proposed approach offers a good detection perfor-
mance suitable for clinical applications. It may be a useful tool
for analysing the EMG signals recorded during the assessment
of postural adjustment of patients suffering from Parkinson’s
disease. As perspectives, we believe the use of an enlarged
EMG dataset including all the EMG channels of ECOTECH
distribution would be necessary to reinforce these first results
and move a step towards the real-life application of the method.
Another important issue (not treated in this work) would be to
analyze the method’s performance for EMG signals relative to
other types of neurodegenerative diseases, e.g. Huntington and
ALS (Amyotrophic lateral sclerosis).
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HPLC Method Development for the Fast 
Separation of a Complex Explosive Mixture  

Benmalek Boulesnam, Fahima Hami, Djalal Trache, and Toudert Ahmed Zaid 

Abstract−The growing threat of terrorism in many parts of the world has called for the urgent need to find rapid and 
reliable means of analyzing explosives. This is in view to help forensic scientists to identify different swabs from post-
blast debris. The present study aims to achieve an efficient separation and identification of a mixture of sixteen 
explosive compounds (including nitroaromatics, nitramines, and nitrate esters) by high performance liquid 
chromatography using a diode array detection (HPLC/DAD) and an Agilent Poroshell 120 EC-120 C18 column at two 
wavelengths (235 and 214 nm). Relevant chromatographic parameters such as capacity factors, resolution, selectivity 
and number of theoretical plates have been optimized in order to achieve the best separation of the different 
components. In this respect, the effects of various parameters such as gradient time, column temperature, flow rate of 
mobile phase and initial percentage of organic mobile phase on the separation of these compounds were investigated. It 
was revealed that the method allowed a fairly acceptable separation of all the compounds in less than 15 minutes except 
for two isomers, namely 4-A-2,6-DNT, 2-A-4,6-DNT and 2,6- DNT which could not be resolved by the used C18 column. 
These shortcoming notwithstanding, the authors believe the developed method produced satisfactory results and 
demonstrated sensitive and robust separation, furthermore indicating that the HPLC developed method can be both 
fast and efficient for the analysis of complex mixtures of explosive compounds. 

Keywords−HPLC method development, UV detection, explosives, optimization. 

 

NOMENCLATURE 

HPLC High Performance Liquid Chromatography 
DAD Diode Array Detection 
FPD Flame Photometric Detector 
UV Ultraviolet  
US EPA United States Environmental Protection Agency 
F flow rate (mL/min) 
HRMS 
MeOH 

High resolution mass spectrometry 
methanol 

k capacity factor 
α selectivity factor  
N number of theoretical plates  
R resolution 
tR retention time (min) 
tG gradient time (min) 
XRD 
XRF 
ΔtR 

X-ray diffractometry 
X-ray fluorescence spectroscopy 
difference in retention times for two peaks (min) 

ΔØ gradient range, equal to the final value of Ø in 
the gradient (Øf) minus the initial value (Ø0) 

Ø volume fraction of B solvent in the mobile phase  
Øf value of Ø for mobile phase at end of gradient 
Ø0 value of Ø for mobile phase at start of gradient 

I. INTRODUCTION 

Conventional munitions constituents such as nitroaromatics, 
aminoaromatics, nitramines, and nitrate esters are the most 
common used organic high explosives by either armed forces 
or terrorist groups around the world. There is a current need to 
improve security/screening methods for explosive detection or 
recognition. Such methods can be applied for either 
environmental considerations or forensics. The stat-of-the-art 
of the analysis of such explosives during the last few decades 
has shown that the application of high performance liquid 
chromatography (HPLC) allowed obtaining a high degree of 
accuracy and precision. Such analytical tool presents an 
obvious advantage over gas chromatography, because it is 
carried out at room temperature and the above-mentioned 
explosives are known to present a low vapor pressure [1]. 
Being nondestructive, HPLC can be utilized for the combined 
analysis of both volatile and nonvolatile materials.  

The analysis of explosives mixtures by liquid chromatography 
equipped by UV [2-6] or FPD [7] detectors has already been 
carried out. However, such combinations often required 
extending analysis time. Recent chromatography methods 
based on mass spectrometric detection have been revealed to 
be efficient [8-10, 11-13], due to high level of confirmation 
and accuracy. Nevertheless, UV absorbance detection remains 
one of the universal methods used in micro separations due to 
its simplicity, ease-of-use and low cost [5]. Furthermore, most 
of organic compounds can be analyzed by HPLC equipped by 
UV detectors. This latter displays further advantages such as 
rapidity, accessibility, durability, low toxicity and cost 
efficiency.  However, it is demonstrated that the detection of 
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explosive mixtures is challenging because of poor mass 
transfer efficiencies and long analysis times. 

At present, there is no simple method, which efficiently 
separates and quantifies munitions constituents or mixtures of 
explosives [6,14]. 

On the other hand, the identification of trace explosives can be 
extremely difficult because of the complexity of the different 
matrices that can be investigated due to their low content in 
explosive compounds. Thus, sophisticated analytical 
techniques that are sensitive, robust, fast and cost-effective are 
often required. A comprehensive review dealing with the high 
performance liquid chromatography methods for the analysis 
of explosives was reported by Gaurav et al. [5]. Mohamad 
Afiq Mohamed Huri et al. published an exhaustive review 
concerning the analysis of explosive residue from the forensic 
point of view [15]. This latter reported the approaches to track 
traces of explosives and the respective extraction methods. 
These authors provided a deep insight on the methods used to 
analyze the explosive residue as well. However, this research 
area remains an ongoing subject that needs more 
investigations to find new efficient approaches. Other 
advanced techniques such as nuclear magnetic resonance 
(NMR) have made it possible to identify the structural 
composition of explosives from post-blast debris [16] while 
combined techniques including HPLC-HRMS, XRD and XRF 
were used to gain fingerprints of various brands of explosives 
when including the analysis of additives and by-products [17]. 
These authors claim that these combined methods of analysis 
can be useful for the creation of a database on explosives that 
enables to assign specific formulations to certain 
manufacturers and countries of origin.  

The objective of this work is to implement an analytical 
technique using HPLC equipped with photodiode array 
detector (HPLC/DAD) for the rapid separation of a mixture of 
16 explosive substances by optimizing the separation through 
the variation of relevant chromatographic parameters such as 
capacity factors, resolution, selectivity and number of 
theoretical plates. 

II. MATERIALS AND METHODS 

II.1. CHEMICALS AND MATERIALS 

Explosive standards solutions used in this study were 
purchased from AccuStandardTM and supplied in a solvent in 1 
mL size glass ampoules dissolved in acetonitrile (AcN) or 
methanol (MeOH) (or a mixture of both (AcN: MeOH (1:1)) 
at a concentration of 1000 µg/mL concentration. The list of 
the sixteen studied compounds is given in Table I. All 
solutions were stored in amber glass vials at 4°C to avert 
degradation. 

Methanol, of HPLC-grade, purchased from VWR (Fontenay 
Sous Bois, France), was degassed prior to use. Organic-free 
reagent water was used as mobile phase in linear gradient 
elution mode.  

TABLE I 
EXPLOSIVE COMPOUNDS UNDER STUDY 

Compounds Abbreviations 
Nitroaromatics and nitramines  
Octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine HMX (C1) 
Hexahydro-1,3,5-trinitro-1,3,5-triazine RDX (C3) 
1,3,5-Trinitrobenzene 1,3,5-TNB (C4) 
1,3-Dinitrobenzene 1,3-DNB (C5) 
Nitrobenzene NB (C6) 
3,5-Dinitroaniline 3,5-DNA (C7) 

2,4,6-Trinitrophenylméthylnitramine Tetryl (C8) 
2,4,6-Trinitrotoluene 2,4,6-TNT (C9) 
4-Amino-2,6-Dinitrotoluene 4-A-2,6-DNT (C10) 
2-Amino-4,6-Dinitrotoluene 2-A-4,6-DNT (C11) 
2,6-Dinitrotoluene 2,6-DNT (C12) 
2-Nitrotoluene 2-NT (C13) 
4-Nitrotoluene 4-NT (C14) 
3-Nitotoluene 3-NT (C15) 
Nitrate esters  
Ethylene glycol dinitrate EGDN (C2) 
Pentaerythritoltetranitrate PETN (C16) 

II.2. ANALYTICAL INSTRUMENTATION 

An Agilent Model 1200 HPLC, coupled with a diode array 
detector (DAD), was used to separate the mixture of 
explosives. Experimental monitoring and data acquisition are 
performed by using HPLC ChemStation for LC 3D systems, 
Rev. B.04.03 Software. The employed analytical column was 
an Agilent Poroshell 120 EC-120 C18 (4.6 x 150 mm, 4 μm). 
The mobile phase was a MeOH – H2O mixture. The elution 
mode is a linear gradient from 5% to 100% of MeOH during 
15 min, with a mobile phase flow rate of 1.2 mL/min. The 
column temperature was 25°C and two wavelengths were used 
for the detection (214 nm and 235 nm). 

II.3. SAMPLE PREPARATION 

Using explosive standard solutions (AccuStandard, purity > 
99%), a mixture solution containing 10 ppm of each of the 
following compounds: NB, 2-NT, 3-NT, 4-NT, EGDN, 1,3-
DNB, 2,6-DNT, 3,5-DNA, 2-A-4,6-DNT, 4-A-2,6-DNT, 
1,3,5-TNB, RDX, 2,4,6-TNT, Tetryl, HMX, PETN was 
prepared by dissolving explosive standards solutions in 
methanol HPLC grade. 

III. SEPARATION OPTIMIZATION 

The goal of the present study is to separate a mixture of 
sixteen (16) explosive substances with an adequate peak 
resolution higher than 1.5, and through a fast and complete 
separation. These requirements can be achievable by 
optimizing chromatographic parameters such as the capacity 
factor (k), factor of selectivity α, and the number of theoretical 
plate N. Once ‘‘best’’ values of k and α have been established 
(optimization of selectivity), the resolution and the run time 
will depend only on N. The experimental conditions that favor 
a fast separation include small particles and short columns of 
the stationary phase, in addition to high flow rate of the 
mobile phase. [18]  

Based on literature and availability reasons, a C18 packed 
column described in the above section 2 was selected. 
Poroshell 120 columns are based on superficially porous 
particle technology, which features a solid silica core and a 
porous outer layer providing higher chromatographic 
efficiencies, fast and high-resolution separations. 

III.1. INITIAL SEPARATION TEST  

Starting with the initial separation conditions mentioned in 
section 2, the chromatogram given in Fig. 1 was obtained. 

The elution mode (gradient) was justified by a ΔtR /tG Ratio > 
4 (calculated value = 4.6). Based on their polarity, the studied 
compounds will leave the column, where the most polar one 
will be the first to be eluted. As can be seen, the majority of 
the compounds are well separated, except the compounds 
(C10, C11 and C12). The UV spectra of these compounds 
match those of 4-A-2,6-DNT, 2-A-4,6-DNT, and 2,6-DNT 
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respectively. These co-eluted compounds are indeed difficult 
to separate with most of commercial C18 columns and are 
baseline resolved by specific columns such as Acclaim E1 
Explosives Analytical Columns, designed for US EPA 
Method 8330 [19]. So, a separation optimization needs to be 
performed. 

 
Fig. 1: Chromatogram of the mixture of explosives at 214 nm with 
concentration of 10 ppm. HPLC conditions: Poroshell 120 EC-120 C18 (4.6 x 
150 mm, 4 μm), MeOH-H2O mixture at flow rate of 1.2 mL/min, injection 
volume = 5 µL, elution mode: linear gradient from 5% to 100% of MeOH in 
H2O during 15 min, column temperature: 25°C. 

III.2. EFFECT OF CAPACITY FACTOR (k) 

The capacity factor k in isocratic elution is usually controlled 
by varying the mobile-phase composition. In elution gradient 
mode, the variation of the applied gradient duration (tG), 
affects the capacity factor (k). The usual separation goal is to 
reach k ≤ 10 for all peaks because this corresponds to 
narrower and taller peaks, which improves the detection at 
short run times. Fig. 2 shows the effect of the increase of tG on 
the peak separation whereas Table II, Table III and Table IV 
display the effect of tG on the capacity factors (k), the number 
of theoretical plates (N), the resolutions (R) and selectivity (α) 
of each detected peak. 

 
Fig. 2: Effect of tG increase on the separation profile. HPLC conditions: 
Poroshell 120 EC-120 C18 (4.6 x 150 mm, 4 μm), MeOH-H2O mixture at flow 
rate of 1.2 mL/min, injection volume = 5 µL, elution mode: linear gradient 
from 5% to 100% of MeOH in H2O for 15, 30 and 45 min, column 
temperature: 25°C. 

As can be seen from Fig. 2, the application of an elution 
gradient of 15 min allowed a good separation of the sixteen 
explosive compounds. However, the application of higher 
elution gradient durations of 30 min and 45 min resulted in an 
overlap “coelution” of the peaks (2,6-DNT, 2-A-4,6-DNT) 

and (2,6-DNT, 2-A-4,6-DNT, 4-A-2,6-DNT) respectively. 
This indicates that tG = 15 min is the most appropriate gradient 
duration with k values ranging between 4.0 and 9.2.  

With the employment of Poroshell 120 EC-120 C18 column, 
the retention of compounds increases in the following order:  
PETN > 3-NT > 4-NT > 2-NT > 2,6-DNT > 2-A-4,6-DNT > 
4-A-2,6-DNT > 2,4,6-TNT > Tetryl > 3,5-DNA > NB > 1,3-
DNB > 1,3,5-TNB > RDX > EGDN > HMX. It should be 
noted that no reversal elution occurred in the separation runs 
what can cause changes of the relevant parameters during the 
optimization steps, except when changing the initial 
percentage of the organic phase (MeOH). However, as was 
already mentioned, 4-A-2,6-DNT and 2-A-4,6-DNT isomers 
could not be separated and are co-eluted with 2,6- DNT. 

TABLE II 
INFLUENCE OF tG ON k 

tG (min)  15 30 45 

Compound Peak 
order k 

HMX 1 4.0 5.2 6.0 

EGDN 2 5.0 6.2 6.8 

RDX 3 5.6 7.6 9.0 

1,3,5-TNB 4 6.6 9.6 11.9 

1,3-DNB 5 7.1 10.7 13.4 

NB 6 7.4 11.3 14.2 

3,5-DNA 7 7.7 11.9 15.1 

Tetryl 8 7.9 9.5 16.9 

2,4,6-TNT 9 8.2 13.0 - 

4-A-2,6-DNT 10 8.4 13.7 18.1 

2-A4,6-DNT 11 8.4 - - 

2,6-DNT 12 - - - 

2-NT 13 8.7 14.3 19.0 

4-NT 14 8.9 14.5 19.3 

3-NT 15 9.0 14.8 19.7 

PETN 16 9.2 15.5 20.9 

TABLE III 
INFLUENCE OF tG ON N 

tG (min)  15 30 45 

Compound Peak 
order N 

HMX 1 50316 47341 42390 

EGDN 2 49494 38099 33400 

RDX 3 74861 58838 49587 

1,3,5-TNB 4 96123 92537 80411 

1,3-DNB 5 114878 106316 90758 

NB 6 129999 120123 100272 

3,5-DNA 7 135268 128584 111341 

Tetryl 8 158320 180379 113503 

2,4,6-TNT 9 157171 163642 - 

4-A-2,6-DNT 10 177625 151348 160783 

2-A4,6-DNT 11 164951 - - 

2,6-DNT 12 - - - 

2-NT 13 206239 230409 217680 
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4-NT 14 214348 242032 203886 

3-NT 15 219374 248145 226031 

PETN 16 228438 276265 256827 

TABLE IV 
INFLUENCE OF tG ON R AND α 

tG (min)  15 30 45 

Compound Peak 
order R α R α R α 

HMX 1 -  - -  - -  - 

EGDN 2 10.0 1.25 7.4 1.19 5.5 1.14 

RDX 3 5.9 1.12 10.1 1.24 12.1 1.31 

1,3,5-TNB 4 10.4 1.18 14.0 1.26 16.3 1.33 

1,3-DNB 5 5.6 1.08 7.6 1.11 8.0 1.13 

NB 6 2.9 1.04 4.1 1.05 4.4 1.06 

3,5-DNA 7 2.8 1.04 4.1 1.05 4.6 1.06 

Tetryl 8 2.7 1.03 6.6 1.08 9.0 1.12 

2,4,6-TNT 9 2.7 1.03 1.6 1.02 - - 

4-A-2,6-DNT 10 2.3 1.03 4.6 1.05 5.5 1.07 

2-A4,6-DNT 11 0.8 1.01 - - - - 

2,6-DNT 12 - - - - - - 

2-NT 13 3.5 1.04 4.4 1.04 5.0 1.05 

4-NT 14 1.4 1.01 1.9 1.02 2.0 1.02 

3-NT 15 1.7 1.02 2.2 1.02 2.3 1.02 

PETN 16 2.3 1.02 5.2 1.04 6.5 1.06 

III.3. SELECTIVITY (α) OPTIMIZATION 

For a further improvement of the separation, relative retention 
(peak spacing, selectivity, or separation factor α) is then 
adjusted by varying the organic solvent, temperature or type 
of column [17]. In order to improve the resolution of co-
eluting isomers, the column temperature was carried over the 
range of 25 – 38°C.The separation runs were performed under 
the following conditions: a MeOH-H2O mixture with a flow 
rate of 1.2 mL/min is used as a mobile phase and the linear 
gradient as elution mode is varied from 5% to 100% of MeOH 
in H2O. The duration of the analysis is  around 15 min, 
whereas the column temperatures used are, respectively, 25, 
28, 30, 32, 35 and 38°C. The corresponding chromatograms 
are shown in Fig. 3. 

The effect of temperature on the capacity factors (k), the 
number of theoretical plates (N), the resolutions (R) and 
selectivity (α) of recorded peaks is shown in Table V, Table 
VI, Table VII and Table VIII respectively. 

As can be seen from the chromatograms (Fig. 3), the two 
compounds (2,6-DNT and 2-A-4,6-DNT) overlap at 
temperatures of 25°C and 28°C while the peaks (4-A-2,6-DNT 
and 2-A-4,6-DNT) overlap at temperatures of 35°C and 38°C, 
respectively, also the peaks (NB and 3,5-DNA) overlap at 
temperatures of 38°C. 

Regarding the capacity factors (k), they are all within the 
optimal domain, whatever the temperature is (Table V).  

During the optimisation of column temperature, the co-elution 
of peaks of 4-A-2,6-DNT and 2-A-4,6-DNT, especially at 30 
and 32°C, was the major issue as it had limited the resolution 
so far (R < 1.5). From Fig. 3 obtained, when running the 
samples at different temperatures, it was clearly seen that the 

increase of the column temperature substantially affects the 
resolution of the NB and 3,5-DNA compounds, where the 
highest resolution of different compounds is obtained at T = 
32°C. 

 
Fig.3: Effect of column temperature on separation profile. HPLC conditions: 
Poroshell 120 EC-120 C18 (4.6 x 150 mm, 5 μm), MeOH-H2O mixture at 
flow rate of 1.2 mL/min, injection volume = 5 µL, elution mode: linear 
gradient from 5% to 100% of MeOH in H2O for 15 min. 

TABLE V 
INFLUENCE OF COLUMN TEMPERATURE ON k. 

T (°C)  25 28 30 32 35 38 

Compound Peak 
order k 

C1 1 4.0 3.9 3.8 3.7 3.6 3.5 

C2 2 5.0 4.9 4.9 4.8 4.8 4.7 

C3 3 5.6 5.5 5.4 5.3 5.1 5.0 

C4 4 6.6 6.5 6.4 6.4 6.3 6.1 

C5 5 7.1 7.0 7 6.9 6.8 6.6 

C6 6 7.4 7.3 7.2 7.2 7.1 7.0 
C7 7 7.7 7.5 7.4 7.3 7.2 - 

C8 8 7.9 7.8 7.7 7.6 7.5 7.4 

C9 9 8.2 8.1 8 7.9 7.8 7.7 

C10 10 8.4 8.2 8.1 8.1 8.0 7.8 

C11 11 8.4 8.3 8.2 8.1 - - 

C12 12 - - 8.3 8.2 8.1 8.0 
C13 13 8.7 8.7 8.6 8.5 8.4 8.3 

C14 14 8.9 8.8 8.7 8.6 8.6 8.5 

C15 15 9.0 8.9 8.9 8.8 8.7 8.6 

C16 16 9.2 9.2 9.1 9.0 9.0 8.9 

TABLE VI 
INFLUENCE OF COLUMN TEMPERATURE ON N 

T (°C) 25 28 

Compound Peak order N 

HMX 1 50316 49762 

EGDN 2 49494 50174 

RDX 3 74861 72544 

1,3,5-TNB 4 96123 97881 

1,3-DNB 5 114878 113353 

NB 6 129999 131215 
3,5-DNA 7 135268 134113 

Tetryl 8 158320 164861 

2,4,6-TNT 9 157171 160916 

4-A-2,6-DNT 10 177625 167242 

2-A-4,6-DNT 11 172478 51819 

2,6-DNT 12 - - 
2-NT 13 206239 200383 
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4-NT 14 214348 208222 

3-NT 15 219374 213310 

PETN 16 228438 225669 

TABLE VI 
INFLUENCE OF COLUMN TEMPERATURE ON N (CONTINUED) 

T (°C) 30 32 35 38 

Compound Peak 
order N 

C1 1 49786 49370 47722 45752 
C2 2 51625 52159 51381 49621 
C3 3 71402 70862 68289 65721 
C4 4 99265 98391 95914 94143 
C5 5 112891 111894 109241 104377 
C6 6 130194 131786 126031 99043 
C7 7 133100 132649 115456 - 
C8 8 164761 161625 154060 147515 
C9 9 172095 168921 170255 129397 
C10 10 330984 377306 57513 63760 
C11 11 223214 315890 - - 
C12 12 274220 217809 183513 168383 
C13 13 202108 200554 193880 185785 
C14 14 207674 208074 198628 193769 
C15 15 210452 210788 205318 199153 
C16 16 226431 216383 219000 219600 

TABLE VII 
INFLUENCE OF COLUMN TEMPERATURE ON R. 

T (°C) 25 28 30 32 35 38 

Compound Peak 
order R 

HMX 1 - - - - - - 
EGDN 2 10.0 10.8 11.4 11.9 12.4 12.8 
RDX 3 5.9 5.3 4.9 4.5 3.9 3.3 
1,3,5-TNB 4 10.4 10.9 11.2 11.5 11.8 12.1 
1,3-DNB 5 5.6 5.6 5.6 5.5 5.4 5.3 
NB 6 2.9 3.0 3.2 3.3 3.4 3.5 
3,5-DNA 7 2.8 2.2 1.8 1.4 0.8 - 
Tetryl 8 2.7 3.2 3.5 3.8 4.2 4.5 
2,4,6-TNT 9 2.7 2.9 3.1 3.2 3.4 3.3 
4-A-2,6-DNT 10 2.3 1.9 2.0 1.8 1.1 0.8 
2-A-4,6-DNT 11 2.3 0.7 0.7 0.8 - - 
2,6-DNT 12 - - 0.9 1.2 1.1 1.5 
2-NT 13 3.5 2.6 4.2 4.1 4.0 4.1 
4-NT 14 1.4 1.4 1.4 1.4 1.4 1.4 
3-NT 15 1.7 1.8 1.8 1.8 1.8 1.8 
PETN 16 2.3 2.6 2.8 2.9 3.1 3.3 

TABLE VIII 
INFLUENCE OF COLUMN TEMPERATURE ON α. 

T (°C) 25 28 30 32 35 38 

Compound Peak 
order α 

HMX 1 - - - - - - 
EGDN 2 1.25 1.27 1.28 1.3 1.32 1.34 
RDX 3 1.12 1.11 1.1 1.09 1.08 1.07 
1,3,5-TNB 4 1.18 1.19 1.2 1.2 1.22 1.23 
1,3-DNB 5 1.08 1.08 1.08 1.08 1.08 1.08 
NB 6 1.04 1.04 1.04 1.04 1.05 1.05 
3,5-DNA 7 1.04 1.03 1.02 1.02 1.01 - 
Tetryl 8 1.03 1.04 1.04 1.05 1.05 1.06 
2,4,6-TNT 9 1.03 1.03 1.03 1.04 1.04 1.04 
4-A-2,6-DNT 10 1.03 1.02 1.02 1.02 1.02 1.01 
2-A-4,6-DNT 11 1.03 1.01 1.01 1.01 - - 

2,6-DNT 12 - - 1.01 1.01 1.02 1.02 
2-NT 13 1.04 1.04 1.04 1.04 1.04 1.04 
4-NT 14 1.01 1.01 1.01 1.01 1.01 1.01 
3-NT 15 1.02 1.02 1.02 1.02 1.02 1.02 
PETN 16 1.02 1.03 1.03 1.03 1.03 1.03 

III.4. COLUMN EFFECTIVENESS OPTIMIZATION (N): EFFECT OF 
MOBILE PHASE FLOW RATE 

A further separation improvement may be possible by varying 
some column conditions (such as the column length, the flow 
rate, and the particle size), in order to improve the column 
plate number N. The mobile phase flow rate effect is indeed 
investigated. The previously optimized conditions such as the 
capacity factor and the column temperature (32°C) are 
maintained. The flow rate variation is performed in an inverse 
trend to the duration of the elution gradient. Thus, a decrease 
in flow rate by one-half will correspond to double of the 
elution gradient duration. The chromatographic parameters 
obtained are presented in Table IX, Table X, Table XI, Table 
XII and Table XIII.  

 
Fig. 4: Effect of flow rate on the separation performance. Separation 
conditions:  elution mode: linear gradient from 5% to 100% of MeOH in H2O 
in 15 min, injection volume = 5 µL, column temperature: 32°C. 

As can be seen from Fig. 4, the 16 compounds are all 
separated whatever the applied flow rate. It should be noted 
that at a flow rate of 0.7 mL/min, the time required for the 
separation of the sixteen substances is much longer, with an 
increase of roughly 50%. However, the capacity factors of the 
different separated substances remain within the optimum 
range. As was expected, the number of theoretical plates 
increases with a decrease of the flow rate. 

Concerning the resolutions, it seems that their values are fairly 
close within the investigated domain of flow rates. Based on 
these observations, a compromise between tR, R, and N was 
considered satisfactory for a flow rate of 0.9 mL/min. 

TABLE IX 
EFFECT OF LIQUID PHASE FLOW RATE ON tR 

Flow(mL/min) 0.8 0.85 0.9 0.95 1.0 
Compound  tR 
HMX 8.85 8.28 7.86 7.45 7.06 
EGDN 10.95 10.25 9.72 9.22 8.73 
RDX 11.81 11.05 10.47 9.95 9.41 
1,3,5-TNB 13.79 12.91 12.24 11.63 11.01 
1,3-DNB 14.76 13.82 13.10 12.45 11.79 
NB 15.32 14.34 13.59 12.91 12.24 
3,5-DNA 15.58 14.58 13.82 13.13 12.45 
Tetryl 16.17 15.14 14.36 13.64 12.95 
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2,4,6-TNT 16.69 15.63 14.82 14.08 13.36 
4-A-2,6-DNT 16.94 15.86 15.04 14.28 13.56 
2-A-4,6-DNT 17.03 15.95 15.12 14.36 13.63 
2,6-DNT 17.18 16.09 15.25 14.49 13.76 
2-NT 17.79 16.67 15.80 15.01 14.25 
4-NT 18.02 16.88 16.00 15.20 14.44 
3-NT 18.30 17.14 16.25 15.44 14.66 
PETN 18.77 17.57 16.67 15.83 15.04 

TABLE X 
EFFECT OF LIQUID PHASE FLOW RATE ON k. 

Flow (mL/min) 0.8 0.85 0.9 0.95 1.0 

Compound Peak 
order k 

HMX 1 3.7 3.7 3.7 3.7 3.7 
EGDN 2 4.9 4.8 4.9 4.9 4.8 
RDX 3 5.3 5.3 5.3 5.3 5.3 
1,3,5-TNB 4 6.4 6.3 6.4 6.4 6.4 
1,3-DNB 5 6.9 6.9 6.9 6.9 6.9 
NB 6 7.2 7.2 7.2 7.2 7.2 
3,5-DNA 7 7.3 7.3 7.3 7.3 7.3 
Tetryl 8 7.7 7.6 7.6 7.7 7.7 
2,4,6-TNT 9 7.9 7.9 7.9 7.9 7.9 
4-A-2,6-DNT 10 8.1 8.0 8.0 8.1 8.1 
2-A-4,6-DNT 11 8.1 8.1 8.1 8.1 8.1 
2,6-DNT 12 8.2 8.1 8.2 8.2 8.2 
2-NT 13 8.5 8.5 8.5 8.5 8.5 
4-NT 14 8.6 8.6 8.6 8.7 8.7 
3-NT 15 8.8 8.7 8.8 8.8 8.8 
PETN 16 9.0 9.0 9.0 9.1 9.1 

TABLE XI 
EFFECT OF LIQUID PHASE FLOW RATE ON N 

Flow (mL/min) 0.8 0.85 0.9 0.95 1.0 

Peak order N 

C1 1 64723 63347 60882 57707 55814 
C2 2 58826 58660 57767 57622 55733 
C3 3 90062 86259 85604 82398 80347 
C4 4 124956 119581 117616 111927 109806 
C5 5 136523 133911 132714 128401 123456 
C6 6 159956 155109 155118 151431 146315 
C7 7 171166 164257 161346 155204 149189 
C8 8 200065 186948 198195 189478 182309 
C9 9 211432 198988 199255 193421 186085 
C10 10 207915 207383 219216 221841 211009 
C11 11 176601 179830 198470 197487 129095 
C12 12 219183 228468 270426 265321 214104 
C13 13 256388 248446 240285 233506 222446 
C14 14 263325 255489 248564 240460 230839 
C15 15 266250 264247 252705 245534 238434 
C16 16 319770 305640 288809 277017 264889 

TABLE XII 
EFFECT OF LIQUID PHASE FLOW RATE ON R 

Flow (mL/min) 0.8 0.85 0.9 0.95 1.0 

Compound Peak 
order R 

HMX 1 - - - - - 
EGDN 2 13.1 13.1 12.8 12.7 12.5 
RDX 3 5.1 5.0 4.9 5.0 4.8 
1,3,5-TNB 4 12.7 12.4 12.4 12.1 12.1 
1,3-DNB 5 6.1 6.1 6.0 5.9 5.8 
NB 6 3.5 3.5 3.5 3.4 3.4 
3,5-DNA 7 1.7 1.7 1.7 1.6 1.6 
Tetryl 8 4.0 3.9 4.0 4.0 4.0 
2,4,6-TNT 9 3.5 3.5 3.5 3.4 3.4 

4-A-2,6-DNT 10 1.7 1.6 1.7 1.7 1.7 
2-A-4,6-DNT 11 0.6 0.6 0.6 0.6 0.5 
2,6-DNT 12 1.0 1.0 1.1 1.1 0.9 
2-NT 13 4.3 4.3 4.4 4.4 4.1 
4-NT 14 1.6 1.6 1.6 1.6 1.5 
3-NT 15 2.0 2.0 1.9 1.9 1.9 
PETN 16 3.4 3.3 3.3 3.2 3.2 

TABLE XIII 
EFFECT OF LIQUID PHASE FLOW RATE ON α 

Flow (mL/min) 0.8 0.85 0.9 0.95 1.0 

Compound Peak 
order α 

HMX 1 - - - - - 
EGDN 2 1.30 1.30 1.30 1.30 1.30 
RDX 3 1.10 1.10 1.10 1.09 1.09 
1,3,5-TNB 4 1.20 1.20 1.20 1.20 1.20 
1,3-DNB 5 1.10 1.10 1.10 1.08 1.08 
NB 6 1.00 1.00 1.00 1.04 1.04 
3,5-DNA 7 1.00 1.00 1.00 1.02 1.02 
Tetryl 8 1.00 1.00 1.00 1.04 1.05 
2,4,6-TNT 9 1.00 1.00 1.00 1.04 1.04 
4-A-2,6-DNT 10 1.00 1.00 1.00 1.02 1.02 
2-A-4,6-DNT 11 1.00 1.00 1.00 1.01 1.01 
2,6-DNT 12 1.00 1.00 1.00 1.01 1.01 
2-NT 13 1.00 1.00 1.00 1.04 1.04 
4-NT 14 1.00 1.00 1.00 1.01 1.01 
3-NT 15 1.00 1.00 1.00 1.02 1.02 
PETN 16 1.00 1.00 1.00 1.03 1.03 

 
III.5. EFFECT OF CHANGES IN THE GRADIENT 

The usual goal of a change of the initial-%B is to shorten the 
run time, by removing the empty space in the early part of the 
gradient chromatogram. In the following section, the effects of 
a change of initial-%B are investigated by varying gradient 
time tG in proportion to ΔØ, thus holding (ΔØ/tG) constant. 

Fig. 5 illustrates the effects of a change in initial-% methanol 
during the separation of the explosives mixture. 

The effect of the initial %MeOH on the capacity factors (k), 
the resolutions (R), the number of theoretical plates (N) and 
selectivity (α) of recorded peaks is shown in Table XIV, Table 
XV, Table XVI and Table XVII respectively. 

An increase in initial %MeOH results in a rather rapid elution 
of the first compounds, resulting in a decrease of the capacity 
factor values. In this case the acceptable values of (k) 
correspond to initial% in MeOH ≤ 30%, when values of (k) 
are varied between 1.4 and 7.1. 

Regarding the peak resolutions, the obtained results show that 
an increase of the initial % in methanol causes a slight 
decrease of the resolutions. Once again, resolutions of peaks 
(C10, C11, and C12), are rather low. These peaks are those of 
compounds 2-A-2,4-DNT, 4-A-2,6-DNT and 2,6-DNT 
respectively, which are hardly separated on a C18 column. 
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Fig. 5: Effect of a change in initial %Methanol for the gradient separation of 
the explosives mixture sample. Conditions: (150 × 4.6 mm, 4μm) C18 
Poroshell 120 column; temperature: 32°C; injection volume = 5 µL, Flow 
rate: 0.9 mL/min; initial % MeOH: 20, 25, 28, 32, 40 and 50. 

It can be inferred that, by increasing the initial percentage % 
of the organic phase (MeOH), especially starting from 40%, 
the dilution order varied between EGDN (C2) and RDX (C3). 
As it is shown in Fig. 5, at 50 %, the peaks of 3,5-DNA and 
Tetryl overlap which induced the decreasing of the resolution. 

TABLE XIV 
EFFECT OF INITIAL % IN MeOH ON (k) OF RECORDED PEAKS 

Initial %MeOH 20 25 28 32   40 50 

 Peak 
order  k Peak 

order  k 

C1 1  2.1 1.7 1.4 1.1 1  0.7 0.3 
C2 2  3.4 3.0 2.7 2.4 3  1.8 1.2 
C3 3  3.6 3.1 2.8 - 2  1.8 1.0 
C4 4  4.5 4.0 3.6 3.2 4  2.4 1.6 
C5 5  5.0 4.4 4.1 3.7 5  2.8 1.9 
C6 6  5.3 4.7 4.4 3.9 6  3.0 2.1 
C7 7  5.4 4.8 4.5 4.0 7  3.1 2.1 
C8 8  5.7 5.1 4.7 4.2 -  3.3 - 
C9 9  6.0 5.4 5.0 4.5 8  3.6 2.5 
C10 10  6.1 5.5 5.1 4.6 -  3.6 - 
C11 11  6.2 5.5 5.2 4.7 9  3.7 2.6 
C12 12  6.3 5.6 5.3 4.8 10  3.8 2.7 
C13 13  6.6 6.0 5.6 5.1 11  4.1 2.9 
C14 14  6.7 6.1 5.7 5.2 12  4.2 3.0 
C15 15  6.8 6.2 5.8 5.3 13  4.3 3.2 
C16 16  7.1 6.5 6.1 5.6 14  4.5 3.3 

TABLE XV 
EFFECT OF INITIAL % IN METHANOL ON N OF RECORDED PEAKS 

Initial %MeOH  20  25  28  32 

Compound Peak 
order  N 

C1 1  25173  18389  14469  10623 
C2 2  38054  31584  31527  20142 
C3 3  47298  40452  35124  - 
C4 4  68290  55231  50332  41692 
C5 5  84048  70237  60910  52399 
C6 6  98017  81500  72286  62526 
C7 7  99605  83001  74647  63395 
C8 8  125853  105483  90365  79287 
C9 9  122221  105185  95014  84315 
C10 10  127185  101584  86813  70866 
C11 11  98589  77992  67183  63831 
C12 12  128035  111100  102257  90318 
C13 13  154715  132560  120192  103323 
C14 14  161318  136848  124075  107459 
C15 15  165945  141695  127752  111521 
C16 16  189782  161170  147357  127396 

TABLE XV 

EFFECT OF INITIAL % IN METHANOL ON N OF RECORDED PEAKS (CONTINUED) 
Initial  
%MeOH  40  50 

Compound Peak 
order  N  N 

C1 1  7674  5890 
C2 3  16425  13551 
C3 2  19210  10627 
C4 4  30198  18041 
C5 5  38452  23351 
C6 6  44241  42438 
C7 7  44456  18294 
C8 8  37916  - 
C9 9  37737  30126 
C10 10  37272  - 
C11 11  54038  35293 
C12 12  62762  36953 
C13 13  76108  46346 
C14 14  79384  48612 
C15 15  81875  51230 
C16 16  91153  56612 

TABLE XVI 
EFFECT OF INITIAL % IN METHANOL ON (R) OF RECORDED PEAKS 

Initial  
%MeOH 20 25 28 32   40 50 

Compound Peak 
order  R Peak 

order  R 

C1 1  - - - - 1  - - 
C2 2  15.4 15.6 15.9 14.7 3  0.8 1.9 
C3 3  2.5 1.6 1.1 - 2  13.9 9.5 
C4 4  10.8 10.3 10.0 8.7 4  7.4 5.6 
C5 5  5.9 5.8 5.7 5.5 5  4.8 3.7 
C6 6  3.6 3.5 3.4 3.3 6  2.9 2.5 
C7 7  1.5 1.4 1.4 1.3 7  1.1 0.7 
C8 8  3.6 3.3 3.1 2.8 -  1.7 - 
C9 9  3.6 3.6 3.7 3.8 8  3.4 4.4 
C10 10  1.5 1.5 1.4 1.3 -  0.7 - 
C11 11  0.6 0.6 0.7 0.7 9  0.8 1.1 
C12 12  0.9 0.9 0.9 0.9 10  1.0 1.0 
C13 13  4.1 4.1 4.2 4.1 11  4.0 3.7 
C14 14  1.6 1.5 1.5 1.5 12  1.5 1.4 
C15 15  2.0 1.9 1.9 1.9 13  1.9 1.8 
C16 16  3.2 3.1 3.1 3.0 14  2.8 2.2 

TABLE XVII 
EFFECT OF INITIAL % IN METHANOL ON α OF RECORDED PEAKS 

Initial  
% MeOH 20 25 28 32   40 50 

 Peak 
order  α 

Peak 
order  α 

C1 1  - - - - 1  - - 
C2 2  1.62 1.79 1.93 2.17 3  1.04 1.14 
C3 3  1.07 1.05 1.03 - 2  2.61 3.12 
C4 4  1.25 1.28 1.29 1.32 4  1.34 1.36 
C5 5  1.11 1.12 1.13 1.14 5  1.16 1.18 
C6 6  1.06 1.06 1.07 1.07 6  1.08 1.09 
C7 7  1.02 1.02 1.02 1.03 7  1.03 1.02 
C8 8  1.05 1.05 1.05 1.05 -  1.05 - 
C9 9  1.05 1.05 1.06 1.07 8  1.09 1.18 
C10 10  1.02 1.02 1.02 1.02 -  1.02 - 
C11 11  1.01 1.01 1.01 1.01 9  1.02 1.03 
C12 12  1.01 1.01 1.02 1.02 10  1.02 1.03 
C13 13  1.05 1.06 1.06 1.07 11  1.08 1.10 
C14 14  1.02 1.02 1.02 1.02 12  1.03 1.04 
C15 15  1.02 1.02 1.03 1.03 13  1.03 1.04 
C16 16  1.04 1.04 1.04 1.04 14  1.05 1.05 
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 DAD1 A, Sig=214,10 Ref=off (HPLC-OPTIMIZATION\MET-OPT-01.D)
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Fig. 6: Chromatogram of separation of 16 explosives after optimization steps. 

Based on the above optimization approaches, a compromise 
given below was obtained for the best separation conditions 
(Fig. 6): 

- Column: Agilent Poroshell 120 EC-120 C18 (150 x 4.6 mm, 
4µm); 
- Mobile phase: MeOH – H2O; 
- Column Temperature: 32°C; 
- Liquid phase flow rate: 0.9 mL/min; 
- Elution mode: linear gradient 25 à 100% in MeOH during 15 
min. 

IV. CONCLUSION 

An Agilent Poroshell 120 EC-120 C18 (4.6 x 150 mm, 4 μm) 
was used to provide a means for a rapid screening of a mixture 
of 16 commercial and military grade explosives. The 
optimization of relevant chromatographic parameters allowed 
achieving a fairly acceptable separation of all the compounds 
in less than 15 minutes except for the amino-dinitrotoluene 
isomers (2-A-4,6-DNT and 4-A-2,6-DNT and 2,6-DNT) 
which could not be resolved by the C18 column whatever the 
conditions that were chosen. This method is intended to be 
applied to the analysis of soils contaminated with explosive 
residues. The optimized chromatographic technique will be 
used after solid phase extraction preparation method, in order 
to purify the samples by eliminating all sorts of 
contaminations. This activity is currently under way. 
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