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Magnetic Field Calculation 
for Flat Permanent-Magnet Linear Machines 

Using a Hybrid Analytical Model 

Brahim Ladghem-Chikouche, Kamel Boughrara, Frédéric Dubas, Lazhar Roubache, and Rachid Ibtiouen 

Abstract−This paper proposes an improved two-dimensional (2-D) hybrid analytical method (HAM) in Cartesian 
coordinates, based on the exact subdomain (SD) technique and the finite-difference method (FDM). It is applied to flat 
permanent-magnet (PM) linear machines with dual-rotor. The magnetic field solution is obtained by coupling an exact 
SD model, calculated in all regions having relative permeability equal to unity, with FDM in ferromagnetic regions. The 
analytical model and FDM are connected in both axes (𝒙, 𝒚) of the (non-)periodicity direction (i.e., in the interface 
between the tooth regions and all its adjacent regions as slots and/or air-gap). To provide accuracy solutions, the current 
density distribution in slot regions is modeled by using Maxwell’s equations. It is found that, whatever the iron core 
magnetic parameters, the developed HAM gives accurate results for no- and on-load conditions. Finite-element analysis 
(FEA) demonstrates excellent results of the developed technique. 

Keywords− Hybrid magnetic model, exact subdomain technique, finite difference method, finite-element analysis. 
 

I. INTRODUCTION 

Flat PM linear machines with dual-rotor present many important 
industrial applications due to their multiple advantages compared 
to conventional machines, namely: compactness, high-torque 
density, precise control, and dynamic performance. 

Recently, several design models have been proposed and 
developed for these machines in view to introduce the 
nonlinearity of the B(H) curve into the analytical solution, such 
as the analytical approach (e.g., based on the exact SD 
technique) or/and the HAM. The latter has become important 
and is preferred for different reasons, such as the accuracy, the 
saturation effect, and the computation time. 

One of the critical deficiencies of the different published 
methods and techniques concerns the magnetic characteristic of 
ferromagnetic core, when the authors, to facilitate their 
calculations, suppose that the iron core relative permeability is 
equal to infinity. This problem has been solved by different 
technique such as the HAM which has been proposed by 
different techniques: 

i. In [1]-[2], a coupling between the Maxwell-Fourier 
methods and FEA is achieved via the boundary integral 

term in the air-gap region. The proposed method 
eliminates the need for finite-elements in the air-gap. In 
[2], the saturation effect is considered. 

 

ii. In [3]-[12], a coupling between the Maxwell-Fourier 
methods and the magnetic equivalent circuit (MEC) 
are presented for no- and on-load conditions. In [3], 
the magnetic potential drop can be replaced by 
equivalent current sheets in the slots in order to 
represent the nonlinearity magnetostatic effect for 
loaded conditions. The hybrid method is used for the 
analysis of axial or radial flux rotating or tubular linear 
machines. Some of them can consider the saturation 
effect on the exact SD technique. The armature 
winding currents is represented by equivalent 
magneto-motive force (MMF). 

iii. Improved conformal mapping coupled with MEC is 
presented in [13]-[16]. This technique has been 
validated for any complex stator. It is suitable for 
machines with small number of slots per pole and 
phase. 

iv. In [17]-[18], a direct coupling between FEA and MEC 
is proposed. However, in [18], the proposed MEC is 
used to predict the no-load characteristics firstly and 
then the proposed 2-D equivalent FEA is used to predict 
the load characteristics at the preliminary design stage. 

v. In [19]-[22], a coupling between FDM and FEA is 
developed. 

vi. The electromagnetic performances are calculated by 
means of a 2-D HAM combining the SD technique and 
FDM [23]-[24]. 

This paper deals with new HAM based on the Maxwell-
Fourier methods, based on the exact SD technique, and FDM. 
It covers comprehensively any modeling related to a complex 
electromagnetic device. In this paper, the HAM is applied to 
flat PM linear machines with dual-rotor. The main 
contribution is to establish a direct coupling between the SD 
technique and numerical method based on the finite-
difference in the interface separating the iron core and the 
vacuum. In order to accurately predict the electromagnetic 
performances, a direct coupling is assumed in both directions 

Manuscript received May 5, 2021; revised July 26, 2021. 
 Brahim Ladghem-Chikouche is with the Department of Electrical 
Engineering, Faculty of Technology, University of M'sila, Algeria 
and with Laboratoire de Recherche en Electrotechnique (LRE-ENP), 
Ecole Nationale Polytechnique, Algeria (e-mail: brahim.lch@univ-
msila.dz). 
 Kamel Boughrara, and Rachid Ibtiouen are with LRE-ENP, Ecole 
Nationale Polytechnique, (e-mail: kamel.boughrara@g.enp.edu.dz, 
rachid.ibtiouen@gmail.com). 
 Frédéric Dubas is with Département ENERGIE, FEMTO-ST, CNRS, 
Univ. Bourgogne Franche-Comté, F90000 Belfort, France (e-mail: 
fdubas@gmail.com). 
 Lazhar Roubache is with the Department of Electrical Engineering, 
Faculty of Technology, University of M'sila, Algeria (e-mail: 
roubache.lazhar@gmail.com). 
 
Digital Object Identifier (DOI): 10.53907/enpesj.v1i2.36 
 
 



2                                                                                                          B. Ladghem-Chikouche et al.: Magnetic Field Calculation 
 

(x- and y-edges) considering the finite permeability of the 
ferromagnetic core. 

 

 

Fig. 1:  Proposed flat linear PM synchronous machine with dual-rotor having 
a radial magnetization and a single-layer concentrated winding. 

 

TABLE .I 
MACHINE CHARACTERISTICS 

To evaluate the efficacy of the proposed HAM, the magnetic 
flux density distribution in the whole electromagnetic device 
was compared with those obtained by the 2-D FEA [25]. FEA 
demonstrates highly accurate results of the developed 
technique. The 2-D HAM is ≈ 2 times faster than 2-D FEA with 
high accuracy. 

II. PROBLEM DESCRIPTION AND ASSUMPTIONS 

The proposed flat PM linear synchronous machine with rotor-
dual is depicted in Fig. 1. The main geometrical and physical 
parameters are listed in Table I. This machine is composed of: 

 PMs: Region I and IV; 

 Vacuum: Region II and III; 

 𝑄 slots with coils: Region V; 

 𝑄 teeth: Region VI; 

 Iron yokes: Region VII and VIII. 

The rotor topology is constituted of multi-poles PMs mounted 
on the rotor surface with a radial magnetization. The moving 
PMs can have a more diversity of magnetization. The stator 
slots topology is proposed with a radial-sided surface. The 
spatial distribution of 3-phases winding is configurated in a 
standard manner with a single-layer in the slot (i.e., non-

overlapping or concentrated winding). 

In the 2-D cartesian coordinate system, some assumptions are 
made in this paper to limit the mathematical efforts, as in [26]-
[27]. 

III. FORMULATION OF HAM 

A. Introduction 

In this paper, a 2-D HAM based on the SD technique and FDM 
is presented. Each SD of the proposed machine is modeled 
under fixed absolute permeability 𝜇 = 𝐶 . The SDs are 
expressed by a partial differential equation (PDE) in terms of 𝑨 
[27]. 

∇ 𝑨 = −[𝜇 𝑱 + 𝜇  ∇ × 𝑴𝒓]                       (1) 

where 𝐽 is the current density (due to supply currents) vector, 
𝑴𝒓 is the remanent magnetization vector (with 𝑴𝒓 = 0 for the 
vacuum/iron or 𝑴𝒓 ≠ 0 for the PMs according to the 
magnetization direction), and 𝜇 = 𝜇 𝜇  is the absolute 
magnetic permeability of the magnetic material in which 𝜇  and 
𝜇   are respectively the vacuum permeability and the relative 
permeability of the magnetic material (with 𝜇 = 1  for the 
vacuum or 𝜇  ≠ 1 for the PMs/iron). 

B. 2-D Exact SD Technique 

From Equation (1), the general PDEs  in terms of 𝑨 in the 
Region I to V can be written as: 

∇ 𝑨 = −𝜇  𝛁 × 𝑴𝒓   in Region I and IV                (2a) 

∇ 𝑨 = 0                        in Region II and III              (2b) 

∇ 𝑨 = −𝜇  𝑱                in Region  V                           (2c) 

The remanent magnetization vector of PMs can be expressed by 

𝑴𝒓 = 𝑀𝑟  𝒖𝒙 + 𝑀𝑟  𝒖𝒚                            (3) 

where 𝑀𝑟  and 𝑀𝑟  are respectively the x- and y-component of 
𝑴𝒓. 

The field vectors 𝑩 = 𝐵 ; 𝐵 ; 0  and 𝑯 = 𝐻 ; 𝐻 ; 0  are 
coupled by the magnetic material equation 

𝑩 = 𝜇  𝑯 + 𝜇  𝑴𝒓     in Region I and IV        (4) 

𝑩 = 𝜇  𝑯                        in other regions           (5) 

Using 𝑩 = ∇ × 𝑨, the components of 𝑩 can be deduced by 

𝐵 =
𝜕𝐴

𝜕𝑦
      &      𝐵 = −

𝜕𝐴

𝜕𝑥
                      (6) 

In Cartesian coordinates (𝑥, 𝑦), Equation (2) in terms of 𝑨 =
{0; 0; 𝐴 } can be rewritten as 

 in Region I and IV (i.e., Poisson’s equation): 

𝜕 𝐴 ,

𝜕𝑥
+

𝜕 𝐴 ,

𝜕𝑦
= −𝜇 ∙

𝜕𝑀𝑟

𝜕𝑥
−

𝜕𝑀𝑟

𝜕𝑦
          (7) 

 in Region II and III (i.e., Laplace’s equation): 

𝜕 𝐴 ,

𝜕𝑥
+

𝜕 𝐴 ,

𝜕𝑦
= 0                             (8) 

 in Region V (i.e., Poisson’s equation): 

𝜕 𝐴

𝜕𝑥
+

𝜕 𝐴

𝜕𝑦
= −𝜇 ∙ 𝐽                             (9) 

In order to obtain the solution of Laplace’s and Poisson 

Symbol Parameter (unit) Value 

𝐵  Remanent of flux density of PMs (T) 1.25 
- Magnetization type Radial 
𝑄 Number of stator slots per pole 3 
𝑦  Inner magnet height (mm) 7 
𝑦  Outer magnet height (mm) 12 
𝑦  Inner slot height (mm) 12.5 
𝑦  Outer slot height (mm) 27.5 
𝑦  Outer magnet height (mm) 28 
𝑦  Inner magnet height (mm) 33 
𝑦  Outer yoke height (mm) 40 
𝛽 PM pole-width to pole-pitch ratio 100% 
𝑤 Slot opening width (mm) 12 
𝜏  Pole pitch (mm) 60 

𝐽  Armature current density (A/m2) 15·106 

𝐿 Axial length (mm) 50 
𝑛ℎ Harmonics number 140 
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equations in different regions, the PDEs (7) ~ (9) can be solved 
by using the separation of variables method and the Dubas’ 
superposition technique [27]. All regions of the proposed 
machine are described by Fourier series expression in both 
directions (i.e., x- and y-edges). Hence, the general solution of 
𝐴 , in SDs is the superposition of two components in x- and y-
directions [26]-[27]: 

 in Region I and IV: 

𝐴 , =
𝐶 , ∙ 𝑒 +

𝐶 , ∙ 𝑒 + 𝛤
∙ sin(𝐾 𝑥) 

+
𝐶 , ∙ 𝑒 +

𝐶 , ∙ 𝑒 + 𝛤
∙ cos(𝐾 𝑥)  (10a) 

where 

𝐾 =
𝜋𝑛

𝜏
,    𝛤 = −𝜇 ∙

𝑀𝑟

𝐾
,    𝛤 = 𝜇 ∙

𝑀𝑟

𝐾
    (10b) 

𝜏  is the pole pitch. 

 in Region II and III: 

𝐴 , =
𝐶 , ∙ 𝑒 +

𝐶 , ∙ 𝑒
∙ sin(𝐾 𝑥) 

+
𝐶 , ∙ 𝑒 +

𝐶 , ∙ 𝑒
∙ cos(𝐾 𝑥)  (11) 

 in Region V: 

𝐴 =

𝐶 + 𝐶 ∙ 𝑦 −
1

2
∙ 𝜇 ∙ 𝐽 ∙ 𝑦 +

𝐺 ∙ cos 𝛽 ∙ 𝑥 − 𝛼 +
𝑤

2
+

𝐺 ∙ sin[𝜆 ∙ (𝑦 − 𝑦 )]

   (12a) 

𝐺 = 𝐶 ∙ 𝑒 + 𝐶 ∙ 𝑒              (12b) 

𝐺 =
𝐶 ∙ sinh 𝜆 ∙ 𝑥 − 𝛼 +

𝑤

2
+

𝐶 ∙ sinh 𝜆 ∙ 𝑥 − 𝛼 −
w

2
 

        (12c) 

with  

𝐽 = 𝐽 ∙ [1  1  0  − 1  − 1  0  1  1  0  − 1  − 1  0]     (13) 

where 𝐽  is the current density peak, 𝑤 is the slot-opening, 𝛼  
is the position of sth slot, 𝑚 and 𝑣 are the spatial harmonic 
orders, 𝛽  and 𝜆  are the spatial frequency (or periodicity) in 
both directions defined by: 

𝛽 =
𝑚𝜋

𝑤
      &      𝜆 =

𝑣𝜋

y − y
                  (14) 

 

C. 2-D FDM 

In Region VI, the solution of magnetic vector potential 
distribution can be achieved from numerical Maxwell’s 
equations. According to Fig. 2, the grill nodes located in the 
ferromagnetic region is obtained with a uniform mesh. The 
magnetic flux can be written as: 

 

 

 
Fig. 2:  Uniform mesh of the Region VI discretized into several nodes 
 

∆ 𝐴

∆𝑥
+

∆ 𝐴

∆𝑦
= 0                                 (15) 

Equation (6) should be rewritten using numerical 
differentiation defined as the limit of a difference quotient as: 

𝐵 (𝑥) = lim
∆ →

∆𝐴

∆𝑦
   &   𝐵 (𝑦) = lim

∆ →
−

∆𝐴

∆𝑥
    (16) 

The difference quotient 𝐵 (𝑥) and 𝐵 (𝑦) is a derivative 
approximation. This improves as ∆𝑥 and ∆𝑦 become smaller. 
∆𝑥 and ∆𝑦 are the spacing between two adjacent nodes in the 
𝑥- and 𝑦-direction, respectively 

∆𝑥 = 𝑥 , − 𝑥 ,                              (17a) 

∆𝑦 = 𝑦 , − 𝑦 ,                              (17b) 

According to Equation (15) and Fig. 2, each term of the PDE at 
the particular node is replaced by a finite-difference 
approximation. The distribution of 𝐴  in the Region VI can be 
rewritten as: 

𝐴 , , − 2𝐴 , , + 𝐴 , ,

∆𝑥
+ 

+
𝐴 , , − 2𝐴 , , + 𝐴 , ,

∆𝑦
= 0    (18) 

IV. BOUNDARY AND INTERFACE CONDITIONS 

The special feature of this paper is to establish a direct coupling 
between the two models, especially between regions that do not 
have the same relative permeability, such as the Region VI and 
its adjacent regions (namely, II, III and V). For simplicity and 
to limit the mathematical efforts, the Region VII and VIII are 
not introduced in the system to be solved. The relative 
permeability of these regions is supposed  
to be equal to infinity. It is easy to add these regions in the 
HAM. For this case and, 

 At 𝑦 = 𝑦  and for the index s = 1, ⋯ , 𝑄: 

𝐴 , ,  =
1

∆𝑥
𝐴 (𝑥, 𝑦)𝑑𝑥

,

,

                  (19) 

𝐴 (𝑥, 𝑦) = 𝐴 (𝑥, 𝑦)               (20) 

𝐻 (𝑥, 𝑦) =
𝐻 (𝑥, 𝑦)|

+𝐻 (𝑥, 𝑦)|
    (21) 
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In order to satisfy Equation (21), the magnetic flux intensity 
𝐻 (𝑥, 𝑦) by applying Equation (16) should be written as: 

𝐻 (𝑥, 𝑦) =
1

𝜇 𝜇

𝐴 , , − 𝐴 , ,

∆𝑦
𝑓        (22a) 

𝑓 = [ℎ sin(𝐾 𝑥) + ℎ cos(𝐾 𝑥)]       (22b) 

where ℎ  & ℎ  are the Fourier’s constants, and 𝑁𝑐 is the 
number of grid nodes in the 𝑥-direction. 

 At 𝑦 = 𝑦  and for the index s = 1, ⋯ , 𝑄: 

𝐴 , , =
1

∆𝑥 
𝐴 (𝑥, 𝑦)𝑑𝑥

,

,

                (23) 

𝐴 (𝑥, 𝑦) = 𝐴 (𝑥, 𝑦)               (24) 

𝐻 (𝑥, 𝑦) =
𝐻 (𝑥, 𝑦)|

+𝐻 (𝑥, 𝑦)|
    (25) 

In order to satisfy Equation (25), the magnetic flux intensity 
𝐻 (𝑥, 𝑦) by applying Equation (16) should be written as: 

𝐻 (𝑥, 𝑦) =
1

𝜇 𝜇

𝐴 , , − 𝐴 , ,

∆𝑦
𝑓      (26) 

On the 𝑦-direction, viz., on the edges of the Region V and VI  
and for the index s = 1, ⋯ , 𝑄: 

 for 𝑥 = 𝛼 + 𝑤 2⁄ : 

𝐴 , , =
1

∆𝑦
𝐴 (𝑥, 𝑦)𝑑𝑦

,

,

                  (27) 

𝐻 (𝑥, 𝑦) = 𝐻 (𝑥, 𝑦)                            (28) 

where 

𝐻 (𝑥, 𝑦) =
1

𝜇 𝜇
−

𝐴 , , − 𝐴 , ,

∆𝑥
 

∙ ℎ sin[𝜆 ∙ (𝑦 − 𝑦 )]   (29) 

where 𝑁𝑙 is the number of grid nodes in the 𝑦-direction and 
ℎ  is the Fourier’s constants. 

For the index 𝑠 = 2, ⋯ , 𝑄 and, 

 for 𝑥 = 𝛼 − 𝑤 2⁄ : 

𝐴 , , =
1

∆𝑦
𝐴 ( )(𝑥, 𝑦)𝑑𝑦

,

,

             (30) 

𝐻 (𝑥, 𝑦) = 𝐻 ( )(𝑥, 𝑦)                        (31) 

where 

𝐻 (𝑥, 𝑦) =
1

𝜇 𝜇
−

𝐴 , , − 𝐴 , ,

∆𝑥
 

∙ ℎ sin[𝜆 ∙ (𝑦 − 𝑦 )]   (32) 

Anti-periodic BCs are applied and given as: 

𝐴 , , = −
1

∆𝑦
𝐴 (𝑥, 𝑦)𝑑𝑦

,

,

              (33) 

𝐻 (𝑥, 𝑦) = −𝐻 (𝑥, 𝑦)                         (34) 

V. COMPARISON OF HAM AND NUMERICAL CALCULATIONS 

About the FEA, FEMM designer was used, and the analytical 
calculations were computed by MATLAB. The number of nodes 
and elements are 84,019 and 167,089, respectively. These results 
have been calculated under an acceptable amount of 
discretization of the Region VI (viz., 𝑁𝑐 = 25 and 𝑁𝑙 = 15). 

Figs. 3 ~ 4 shown a comparison of the air-gap flux density 
distribution with a radial magnetization pattern and for the open-
circuit calculated by HAM and FEA with different values of iron 
core relative permeability (viz., 𝜇 = 2 and 1,000) under 
geometrical and physical parameters given in Table I. 

Figs. 5 ~ 6 shown the air-gap magnetic flux density distribution 
for the armature reaction. The maximal current density is equal 
to 𝐽  [see Table I]. 

Excellent agreement is achieved between HAM and FEM. 

 
 
 

        
 
Fig. 3:  Comparison of HAM and FEA predicted for the open-circuit magnetic flux density distribution with a radial magnetization pattern in the middle of the 
Region II for 𝜇 = 1,000 in all ferromagnetic regions. 
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Fig. 4:  Comparison of HAM and FEA predicted for the open-circuit magnetic flux density distribution with a radial magnetization pattern in the middle of the 
Region II for 𝜇 = 2 in all ferromagnetic regions. 
 

        
Fig. 5:  Comparison of HAM and FEA predicted of the armature reaction magnetic flux density in the middle of the Region II for 𝜇 = 1,000 in all ferromagnetic 
regions. 
 

           
Fig. 6:  Comparison of HAM and FEA predicted of the armature reaction magnetic flux density in the middle of the Region II for 𝜇 = 2 in all ferromagnetic 
regions. 
 

TABLE II. 
2-D COMPUTATIONAL TIME FOR VARIOUS METHODS 

Method 
HAM FEA 

𝑛ℎ = 140 
𝑁𝑐 = 25, 𝑁𝑙 = 15 

Two poles 
84,019 nodes 

Time (sec) ~3 ~7.5 

Figs. 7 ~ 10 show the magnetic flux density distribution in all 
parts of an electrical machine calculated by HAM and 
compared to FEA with different values of iron core relative 
permeability (viz., 𝜇 = 2 and 1,000) as well as the error level 
calculated by 

‖𝑩𝒆𝒓𝒓𝒐𝒓‖ =
| ‖𝑩𝐅𝐄𝐀‖ − ‖𝑩𝐇𝐀𝐌‖ |

mean(‖𝑩𝐅𝐄𝐀‖)
× 100%         (35) 

Each SDs of the proposed machine is divided into 50 levels in 
the y-direction and each level is composed to 1,200 points in 
the x-direction. We can observe that the errors can be localized 
in the interface between two adjacent regions or in the edges of 
PMs and that because of the fluctuations due to limiting number 
of Fourier series harmonics. 

Table II shown the computation time for the magnetic flux 
density calculation by HAM and FEA. 

VI. CONCLUSION 

This paper presents a new HAM based on an accurate SD model 
and FDM for the flat PM linear synchronous machine with 
rotor-dual having a radial magnetization and a single-layer 
concentrated winding. The proposed approach is modeled in 2-
D Cartesian coordinates using Maxwell’s equations. The 
coupling between the two models is performed especially in the 
interface when two adjacent regions have not the same 
magnetic parameters (e.g., in the interface between teeth 
regions and all its adjacent regions). It was performed in both 
directions (x- and y-edges) in order to gives accurate results, 
especially in case of saturation effect. 

The HAM was used to predict the magnetic flux density 
components whatever the loading conditions (i.e., the open-
circuit and the armature reaction) and the iron core relative 
permeability. The comparison with 2-D FEA demonstrates 
excellent results of the developed approach. The computational 
time is ≈ 2 times smaller than FEA. 

The high impact contributions of this approach can now focus 
our attention on the optimization of the machine performances, 
in particular with the local saturation effect through elementary 
SD technique [28] by inserting the B(H) curve which will be 
proposed in a future contribution. 



 
                                          a)                                                                                   b)                                                                                 c) 

Fig. 7:  a) ‖𝑩𝒆𝒓𝒓𝒐𝒓‖(%) distribution calculated by the difference between b) HAM and c) FEA under no-load condition for 𝜇 = 1,000.  

 

                                          a)                                                                                   b)                                                                                 c) 

Fig. 8:  a) ‖𝑩𝒆𝒓𝒓𝒐𝒓‖(%) distribution calculated by the difference between b) HAM and c) FEA under no-load condition for 𝜇 = 2.  
 

 

                                          a)                                                                                   b)                                                                                 c) 

Fig. 9:  a) ‖𝑩𝒆𝒓𝒓𝒐𝒓‖(%) distribution calculated by the difference between b) HAM and c) FEA under armature reaction condition for 𝜇 = 1,000.  
 

  

                                          a)                                                                                   b)                                                                                 c) 

Fig. 10:  a) ‖𝑩𝒆𝒓𝒓𝒐𝒓‖(%) distribution calculated by the difference between b) HAM and c) FEA under armature reaction condition for 𝜇 = 2.  
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Comparative Study between precooled Claude 
Liquefaction Cycle and an Active Magnetic 

Regeneration Cycle applied to Hydrogen 
Liquefaction 

Mustapha BELKADI and Arezki SMAILI 

Abstract−The present work aims at performing a comparative study between precooled Claude cycle and an Active 
Magnetic Regeneration Cycle (AMR cycle) applied to hydrogen liquefaction. It deals with a comparison between 
performances and energy consumption evaluated for the two systems at similar operating conditions. For Claude system, 
energy and material balances have been performed by using Aspen Hysys simulator. Thus, liquefaction power, energy 
consumption and coefficient of performance (COP) have been calculated. While, the AMR system considered is 
constituted of 6 stages operating in cascade. Each stage contains two regenerator beds, composed of a typical magnetic 
material, through which a carrier fluid is forced to follow alternatively between two heat reservoirs. Thermal analysis 
and evaluation of performances have been performed at once by a numerical model, developed on the basis of energy 
equations for fluid and solid within the regenerator bed, and Aspen Hysys simulator. Using the following magnetic 
materials (Gd, Dy, Tb and Ho), the COP found for the AMR system is 0.096. This value is higher than Claude cycle 
efficiency for which a COP of 0.094 was found. In terms of energy consumption, the value found for the AMR cycle is 
0.053 kW which can be neglected compared to the Claude cycle consumption (14.5 kW). 

Keywords−Magnetic Refrigeration, Active Magnetic Refrigeration Cycle, Magnetic Materials, Hydrogen Liquefaction, 
Conventional Liquefaction Cycles. 

I. INTRODUCTION 

Liquefaction of hydrogen has the advantage that very high 
hydrogen storage densities can be attained at atmospheric 
pressure: the density of saturated liquid hydrogen at 1 bar is 70 
kg/m3 [1]. Therefore, it is a suitable solution making possible 
large-scale hydrogen storage and long distance transportation. 
Liquid hydrogen has x characteristics such as lower weight and 
volume and higher energy content than the gaseous hydrogen 
[2]. The development of large hydrogen energy storage systems 
will facilitate the evolution of renewable energy sources, 
mitigate concerns arising from damage to the environment and 
eliminate the problem of energy demand fluctuations of 
renewable energy grids by storing the excess energy generated 
during times of high production to be consumed during times 
of low production. 

Liquid hydrogen, under atmospheric pressure, can be obtained 
at 20.3 K. The liquefaction is carried out by extracting of 4914 
kJ/kg of heat (divided between sensible heat, latent heat and 
conversion heat from n-H2 to p-H2). This liquefaction requires 
the use of some high level cryogenic technology whether to 
liquefy it or to keep it in the liquid state. In general, three 
processes are applied: Claude cycle, Brayton cycle and 
magneto-thermal cycles (i.e. magnetic refrigeration, based on 
the magnetocaloric effect (MCE) phenomenon) [3]. 

The use of magnetic refrigeration to liquefy hydrogen is based 
on the magneto-caloric effect (MCE) phenomenon, which 
occurs in some materials when they are subjected to external 
magnetic field changes. The MCE is defined as the change of 
material temperature when applying or removing the magnetic 
field (magnetization /demagnetization process). In fact, if a 
magnetic material is placed in a magnetic field, there is usually 
an increase in its temperature. Conversely, demagnetization 
process has a cooling effect on it. Liquefaction could be carried 
out by cooling the gas through a thermomagnetic cycle, known 
as Active Magnetic Regeneration (AMR cycles) cycles. An 
AMR cycle consists essentially of a regenerator bed (magnetic 
material) which is subjected to cyclic changes in magnetic-field 
intensity, alternating between zero-field and the maximum 
field. Temperature span induced by the magnetization and 
demagnetization process is amplified by forcing a working 
fluid to move alternatively through the regenerator bed between 
two heat sources (hot and cold reservoirs). Thus, a large 
temperature span can be obtained [4]. 

Application of Magnetic Refrigeration to hydrogen liquefaction 
is performed by absorbing the liquefaction power from the gas 
to be liquefied via an AMR regenerator cycle. The liquefaction 
power absorbed is the cooling power which can be produced by 
the AMR cycle. This cooling power can be evaluated through 
modeling of magnetic refrigeration phenomena, based on 
characterization of heat transfer between working fluid and 
magnetic material and EMC calculation. In this context, several 
research activities related to performance investigation of AMR 
cycle or development of new magnetic materials have been 
conducted. We show here, e.g., the work of Smaili et al. [5] 
related to thermodynamic investigations of optimum active 
magnetic regenerators, Aprea et al. [6] who proposed a flexible 
numerical model to study an active magnetic refrigerator for 
near room temperature applications, Chiba et al. [7] study 
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related to thermal investigations of an experimental active 
magnetic regenerative refrigerator operating near room 
temperature.    

The interest in magnetic refrigeration for hydrogen gas 
liquefaction started in the early to mid-1970s by W.A. Steyert, 
joined by J.A. Barclay in 1977 and C.B. Zimm in 1983, at the 
Los Alamos National Laboratory (LANL) [8]. Later, research 
activities have been increased substantially and several works 
have been published by different researchers globally [9]- [16]. 
This entire work are related to exergy analysis, cooling capacity 
and COP investigation or design optimization of hydrogen 
liquefier operating between 77 K and 20K, after being 
precooled, in most cases by liquid nitrogen. Exception is found 
for Smaili et al. paper [15] where a numerical study on the first 
stage hydrogen magnetic liquefier operating over the 
temperature range: 298-233 K has been reported. The authors 
investigated the cooling capacity and the COP of the AMR 
cycle as function of mass flow rate, cycle frequency, and 
magnetic field.  

Recently, Belkadi and Smaili [17] published in 2018 a work 
about thermal analysis of a multistage Active Magnetic 
Regenerator (AMR) cycle for hydrogen liquefaction starting 
from room temperature. The proposed liquefier operates with a 
magnetic material, assumed having a constant EMC, as 
refrigerant and hydrogen gaseous as carrier fluid.  The number 
of stages, the coefficient of performance (COP) and the 
required volume of magnetic material has been investigated. To 
liquefy 1kg/h of hydrogen supplied at 298 K, a minimum 
required volume of 2.96 L, corresponding to COP value of 1.23 
has been found for a liquefier constituted of 6 AMR cycles 
operating in series (cascade).  

 For conventional systems, liquefaction of hydrogen was first 
performed in 1898 by Sir James Dewar. Some years later, a pre-
cooled Linde Hampson system was used as the first simple 
laboratory system to liquefy hydrogen [18]. Then, the process 
was improved by Georges Claude, the forefather of the French 
company ‘’Air Liquide’’ [19].  

As a review, Krasae-in et al. [18], published in 2010 a paper 
related to the development of large-scale hydrogen liquefaction 
processes from 1898 to 2009. This paper retraces the history of 
hydrogen liquefaction development starting from the first 
system of Sir James Dewar. A brief process description and 
comparison between energy consumption and overall cycle 
exergy efficiency were given by the authors for different 
liquefaction systems, including theoretical liquefaction systems 
(Linde-Hamson system, Helium refrigerant system and 
Precooled-Claude system), current plants and conceptual 
plants. As reported by the authors, it is found that every current 
plant is based on the Precooled-Claude system, which is still 
the same as was 50 years ago with little improvement and low 
exergy efficiency of just between 20–30%.  

There are two main fundamental reasons as to why the 
liquefaction of hydrogen has low exergy efficiency and requires 
a substantial input of energy: (i) the extremely low boiling point 
of hydrogen (20 K at 1 bar) and (ii) the fact that hydrogen gas 
does not cool down during throttling processes (adiabatic, 
isenthalpic expansion) for temperatures above around 200 K 
(inversion temperature of hydrogen). The latter problem 
requires precooling in the liquefaction process, most often by 
the evaporation of liquid nitrogen [1]. 

In order to solve the problem of the low exergy efficiency of 
the current liquefaction plants, several research activities are 
oriented to find a new configuration with more efficient system. 

In this purpose, Krasae-in et al. [20]- [22] proposed a multi-
component refrigerant (MR) refrigeration cycle for which, 
three studies have been published between 2010 and 2011. The 
first study investigates the simulation of a small-scale 
laboratory liquid hydrogen plant with a new innovative multi-
component refrigerant (MR) refrigeration system that was 
capable of liquefying a feed of 2 kg/h of normal hydrogen gas 
at 21 bar and 298 K to normal liquid hydrogen at 2 bar and 23 
K.  In the second one, a test rig was constructed to verify the 
simulation of the proposed small-scale laboratory hydrogen 
liquefaction plant. The third paper presents a proposed liquid 
hydrogen plant using a multi-component refrigerant (MR) 
refrigeration system where a cycle that is capable of producing 
100 tons of liquid hydrogen per day is simulated. The authors 
found that the overall power consumption of the proposed plant 
is 5.35 kWh/kgLH2. The system shows very low energy 
consumption compared to the current plant in Ingolstadt used 
as a reference by the authors, which has an energy consumption 
of 13.58 kWh /kgLH2.  

In same way, a large-scale hydrogen liquefier, utilizing mixed-
refrigerant (MR) pre-cooling, has been developed by Berstad et 
al [23] in 2010. The liquefier employs MR refrigerant to pre-
cool hydrogen until the temperature of 75 K. Below this 
temperature, a reversed helium/neon Brayton cycle provides 
the requisite cooling. Two MR-based liquefier models have 
been performed. In the first, Joule–Thomson throttling valves 
are employed for MR expansion, while these have been 
replaced by liquid expanders in the second. With 21bar 
hydrogen feed pressure and an ambient temperature of 300 K, 
the resulting figures for specific liquefaction power presented 
by the authors for the two models are respectively 6.48 and 6.15 
kWh/kgLH2. 

In 2017, a novel large-scale plant for hydrogen liquefying, with 
a production capacity of 100 tons per day, is proposed and 
analyzed by Aasadnia M et al. [24]. The liquefaction plant is 
proposed to provide the required LH2 for a large urban area with 
100 000-200 000 hydrogen vehicles supply. In the precooling 
section of the process, a new mixed refrigerant (MR) 
refrigeration cycle, combined with a Joule-Brayton 
refrigeration cycle, precool gaseous hydrogen feed from 298 K 
to the temperature of 75 K. A new refrigeration system with six 
simple Linde-Hampson cascade cycles cools low-temperature 
gaseous hydrogen from 75 K to temperature of 20 K. The 
process specific energy consumption is 7:69 kWh/kgLH2 as 
reported by the authors. 

In addition, a large review and analysis of basic cycles of 
hydrogen liquefaction is presented by Aasadnia M et al. [2] in 
2018. The review includes hybrid conceptual plants where 
various renewable-energy may be used in different combined 
configuration within hydrogen liquefaction plants. The 
promising role in the cost reduction and the increasing 
contribution of this new approach is demonstrated. As reported 
by the authors, results of thermodynamic analysis, of a 
combined refrigeration system comprising a conventional 
vapor-compression cycle cascaded with an absorption 
refrigeration cycle assisted by geothermal energy, show that the 
conventional cycle energy consumption is approximately 37% 
and 54% more than the combined system under the same 
operating conditions.  

In the same context of assistance by geothermal energy, 
Gaddalla et al. [25] presented an extensive investigation for an 
integrated absorption cooling-hydrogen liquefaction system. 
The pre-cooling process of hydrogen can be achieved by using 
absorption system which runs on low grade heat instead of 
electricity. 
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Otherwise, enhancement of hydrogen liquefaction efficiency 
can also be performed by optimizing operating parameters and 
reducing heat losses in the main equipment of the liquefaction 
system. In this, approach, Skaugen et al. [26] presented a work 
in 2020 about exergy losses comparison and evaluation of the 
potential of catalyst-filled plate-fin and spiral-wound heat 
exchangers for use in a large-scale Claude hydrogen 
liquefaction process. In addition to the comparison made on 
characteristics, behavior and performances, maps of the local 
exergy destruction in the heat exchangers have also been 
presented. This is to reveal avenues which can be followed to 
further improve the process. 

To reduce energy consumption, a refrigeration strategy that 
gives minimum entropy production/exergy destruction in a 
plate-fin heat exchanger that cools the hydrogen from 47.8 K to 
29.3 K has been discussed in 2019 by Hande et al. [27]. Two 
reference cases have been studied; one where the feed stream 
enters at 20bar, and one where it enters at 80 bar. 

In the present work, a comparative study between conventional 
liquefaction cycle and AMR liquefaction cycle has been 
performed. It deals with a comparison between performances 
and energy consumption evaluated for the two systems at 
similar operating conditions. This is to situate the AMR 
systems, which are now at laboratory scale, in relation to 
conventional systems which are already industrialized.  

For the first one, precooled Claude cycle has been considered. 
Here, energy and material balances have been performed by use 
of Aspen Hysys simulator. Thus, liquefaction power, energy 
consumption and coefficient of performance (COP) have been 
calculated. While, the second one is based on a multistage AMR 
cycles operating in cascade. Each stage contains two 
regenerator beds, composed of appropriate typical magnetic 
material. thermal analysis and performance calculation have 
been performed. First, for the AMR cycle by considering 
energy equations for fluid and solid within the regenerator bed. 
A numerical model has been developed in order to determine 
heats exchanged between the solid (magnetic material) and the 
carrier fluid at each stage. Then, heats exchanged are 
introduced as input in Aspen Hysys simulator to perform 
energy and material balances and calculate performances of the 
liquefier (COP, work input, etc.). For this purpose, a simulation 
method published by Belkadi and Smaili [17] has been used to 
simulate the AMR liquefier with Aspen Hysys which allows 
rapid and rigorous calculations. 

II. CONVENTIONAL BASIC CYCLES APPLIED TO HYDROGEN 

LIQUEFACTION 

As mentioned before, every current plant is based on the 
Precooled-Claude system. Improvement has been conducted, 
for often, in the precooling section.  In this section, a brief 
description of basic cycles of hydrogen liquefaction is 
presented. 

A. Basic Claude cycle 

The basic Claude cycle uses hydrogen itself as working 
medium after being compressed, chilled and expanded through 
a Joule-Thomson Valve (JT valve). A part of compressed H2 
gas is expanded in the expansion turbine to generate colder gas. 
This colder gas is combined with saturated vapor, coming from 
the flash end separator, to be used for cooling of the compressed 
hydrogen gas (figure 1). Energy analysis performed by Asadria 
et al. [2] illustrates a COP of 0.055 and a specific energy 
consumption of 22.1 kWh/kgLH2. 

 

Fig. 1 Simple Claude cycle of hydrogen liquefaction. 

B. Brayton cycle.  

Brayton cycle uses helium, often mixed with neon, as an 
external refrigerant as illustrated in figure 2. It includes: 

- A compressor to bring helium from 3 to 17 bars, 
- Two parallel turbines expanding helium gas from 17 to 3 

bars, 
- An ambient-refrigerant heat-exchanger to cool the 

compressed helium. 
- A cold box where hydrogen is first precooled by nitrogen 

and then liquefied by helium refrigerant after being 
expanded to 3 bars. 

 

Fig.2 Brayton liquefaction cycle [adapted from 19] 

C. Liquid-nitrogen pre-cooled cycles 

As the maximum inversion temperature of hydrogen (i.e. 205 
K) is below ambient, pre-cooling is an inevitable necessity of 
the basic simple cycle modification. Basic Claude cycle, 
Brayton cycle and Linde-Hampson system that utilized for air 
liquefying can be improved, by adding a precooling medium, 
e.g. liquid nitrogen bath (LN2 bath), to be used for hydrogen 
liquefaction [2]. Fig. 3 depicts the process flow diagram (PFD) 
of a LN2 pre-cooled Linde-Hampson cycle applied for 
hydrogen liquefaction. 
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Fig. 3 Pre-cooled Linde-Hampson cycle for hydrogen 
liquefaction. 

 

D. Precooled Claude cycle 

In Precooled Claude system, liquefaction of hydrogen at 20.3 
K is obtained by the combined effect of cooling and adiabatic 
expansion of gas after it has been previously compressed as 
illustrated in figure 4. Expansion can be carried out through two 
turbines (hot turbine and cold turbine) followed by a Joule-
Thomson valve (JT valve) to avoid liquid formation at the end 
of the cold turbine. 

 

Fig. 4  Precooled Claude liquefaction Cycle [adapted 
from 19]. 

 
The optimum pressure for hydrogen liquefaction is generally 
above the critical pressure, between 15 and 25 bars. It can be 
supplied at the liquefaction pressure if it is produced by a 
hydrocarbon or methanol reforming. It should be compressed 
before purification and liquefaction if it is produced by an 
electrolyze device operating at atmospheric pressure [19]. 

In order to avoid hydrogen liquid losses which can be involved 
by the heat of conversion, a catalyzer should be provided during 
the liquefaction to accelerate the conversion from the normal-
hydrogen, n-H2 (25% para-hydrogen and 75% ortho-hydrogen), 
to para-hydrogen (p-H2) [19]. 

E. Mixed refrigerant pre-cooled cycle 

Mixed refrigerant (MR) is a mixture of hydrocarbon 
components (N2, Methane, Ethane, Propane, Butane) used to 
precool hydrogen gas to a temperature of 75 K. Figure 5 shows 
the overall process diagram of a MR precooled system working 
according to Claude cycle.MR refrigeration is a mature 
technology for liquefied naturel gas (LNG) applications, but 
has not yet been realized commercially for hydrogen 

liquefaction, where open nitrogen pre-cooling is the standard 
[26].With MR precooling, high efficiency and minimum energy 
consumption can be reached. 

 

Fig. 5 Mixed refrigerant pre-cooling simple Claude cycle. 

III. AMR LIQUEFACTION CYCLE 

The concept of magnetic refrigeration is based on the 
Magnetocaloric Effect (MCE), which occurs in some materials 
when they are subjected to external magnetic field changes 
(Magnetization / Demagnetization process) through an AMR 
regenerator cycle. Its Application to hydrogen liquefaction 
consists in performing a thermal contact between the AMR 
regenerator cycle and the gas to be liquefied as illustrated in 
figure 6.Liquefaction is performed by absorbing an amount of 
heat from the gas (QL), equal to the total cooling power of the 
AMR liquefier, and rejecting into the atmospheric environment 
an amount of heat equal to QHa.   

 

Fig. 6.  Hydrogen liquefaction process via AMR cycle. 

Furthermore, the use of one AMR cycle is not suitable to 
provide the large temperature span required for hydrogen 
liquefaction. Thus, applying magnetic refrigeration to the 
liquefaction of hydrogen is performed by assembling a number 
of AMR cycles operating in series (cascade cycles) as 
illustrated in figure 8. The cooling power produced by one stage 
is used to cool hydrogen entering the stage and absorbs heat 
rejected by the lower stage. The required cooling power of each 
stage is regulated by adjusting the volume of the regenerator 
beds (adjusting the volume of magnetic material used in each 
stage). 



ENP Engineering Science Journal, Vol.1, No. 2, December, 2021                                                                                                13 

 

 

Fig. 8 Multistage AMR liquefaction system 

In the present paper, the AMR cycle considered for each stage 
is mainly constituted, as illustrated in figure 7, of the following 
components [17]: 

- Two Regenerator beds working alternately, AMR_A and 
AMR_B, (when the first regenerator bed is magnetized, the 
second one is demagnetized) to provide a continuous 
production of the cooling powerthrough the regenerator 
beds (QC). 

- Reciprocating displacer which is able to move the fluid 
alternatively;  

- Magnetic field source able to magnetize and demagnetize 
the regenerator beds; 

- Hot heat exchanger able to reject the thermal energy (QH) 
into the hot reservoir; 

- Cold heat exchanger able to receive the thermal energy from 
the cold reservoir (Cooling power QC). 

 

 

Fig.7. AMR device with two regenerator beds. 

A complete AMR cycle consisting of two isentropic steps 
(adiabatic magnetization / demagnetization process) and two 
isofield steps (Cold and Hot blows) which can be described as 
follows) [20]: 

1. Adiabatic demagnetization step:  
By reducing magnetic field from given strength B to 0 with 
no flow, the bed is demagnetized adiabatically. 
 

2. Cold Blow at zero fields:  
The fluid is then forced by the displacer to move from the 
hot to the cold exchangers. Upon entering the demagnetized 
bed, the fluid temperature Tf is equal to the hot reservoir 
temperature TH, exchanging heat with the bed it drops to 
Tf,Cbelow the cold reservoir TC at the cold end. Passing 
through the cold heat exchanger, the fluid absorbs heat from 
the cold reservoir (gas to be liquefied) at a rate QC, which 
represents the cooling power of the regenerator: 

 
𝑄 = �̇� 𝐶𝑝 𝑇 − 𝑇 , . (1) 

3. Adiabatic magnetization step:  
The bed is magnetized adiabatically when the magnetic 
field increases from 0 to B, with no flow. 

 
4. Hot Blow at applied field:  

The fluid is then forced from the cold to the hot ends, 
entering the bed at the temperature equal to TC. Since the 
bed temperature rises along the flow direction, the fluid 
temperature will also be increased, and it leaves the bed at 
a temperature Tf,H higher than TH. Passing through the hot 
exchanger, the fluid temperature drops to TH, rejecting heat 
to the hot reservoir at a rate: 
 
𝑄 = �̇� 𝐶𝑝 𝑇 , − 𝑇 . (2) 

in addition to  QH and QC given by equations 1 and 2, the 
exchanged heats with the regenerator beds, QHB and QCB, can 
be calculated according to the fluid entering temperatures in the 
regenerator beds TH and TC, respectively during the cold blow 
and the hot blow, and the exit temperatures Tf,C and Tf,H.  

𝑄 = �̇� 𝐶𝑝 𝑇 − 𝑇 , . (3) 

𝑄 = �̇� 𝐶𝑝 𝑇 , − 𝑇 . (4) 

Calculation of the exchanged heats by equations 1-4 involves 
development of a numerical model based on the fundamental 
equations of energy conservation considered for the fluid and 
the solid (magnetic material), during the cold and hot blows, 
and characterization of the MCE during the magnetization and 
demagnetization of material. For pure magnetic materials (Gd, 
Tb and Dy), the MCE characterization can be performed 
according to the Molecular Field Theory (MFT) [15, 17]. 
 
The time period of fluid flow for either blow is considered equal 
to τ. The adiabatic demagnetization and magnetization 
processes are assumed to occur instantaneously at the time τ 
and 2τ. This information shows the periodic operation of the 
AMR system; each period (2τ) constitutes a regenerative cycle 
where a temperature span is observed in the regenerator bed. 
This temperature span is amplified by alternating the carrier 
fluid between the two heat reservoirs, until reaching the steady 
state. 
 
When the steady state is reached, the AMR cycle efficiency can 
be evaluated by using the coefficient of performance (COP), 
which is usually defined as follows: 
 

𝐶𝑂𝑃 =
𝑄

𝑄 − 𝑄 +𝑊
. 

(5) 

Where QH is the heat rejected into the hot reservoir, QC is the 
heat absorbed from the cold reservoir and W is the power input 
used to move the carrier fluids through the regenerator beds. 

However, the overall AMR liquefier efficiency is calculated by 
using the overall COP as follow: 

𝐶𝑂𝑃 =
𝑄

𝑄 − 𝑄 +𝑊
. 

(6) 

Where QHa is the heat rejected into the atmospheric 
environment at the hot heat exchanger of the first stage (stage 
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1), QL is the total heat absorbed from the gas to be liquefied (the 
total cooling power of the AMR liquefier) and Win is the total 
power input used to move the carrier fluids through the 
regenerator beds. 

IV. COMPARATIVE STUDY BETWEEN CLAUDE AND AMR 

HYDROGEN LIQUEFACTION CYCLES 

To perform comparison between conventional and magnetic 
liquefaction systems, thermal analysis of the two systems has 
been performed by means of Aspen Hysys simulator which is a 
powerful software developed by AspenTech to simulate gas 
processing plants, oil refineries and petrochemical plants. The 
Simulation consists of building a Process Flow Diagram (PFD) 
of the liquefaction system, performing material and energy 
balances and calculating heat transfer and energy consumption. 

A. Claude cycle simulation 

The cycle considered in this work is based on the precooled 
Claude cycle where hydrogen gas is first precooled by a 
mechanical refrigerant until 245 K, then by nitrogen gas 
refrigerant until 83 K as illustrated in figure 4. The liquefaction 
part is carried out by cold hydrogen refrigerant after being 
expanded, from 50 bar to 3 bar, through two turbines. Nitrogen 
refrigerant loop includes two-stage compressor with 
intercooling, to compress nitrogen to 10 bar, and an Expander 
to expand it until 1.2 bar after being cooled in parallel with 
hydrogen in the precooling heat exchangers.  

Two case studies have been performed. In the first case, 
hydrogen gas to be liquefied has been assumed to be supplied 
at liquefaction pressure. In the second case, hydrogen gas is 
supplied at atmospheric pressure and then compressed to the 
liquefaction pressure. 

To calculate the cycle efficiency, we first need to determine the 
heat absorbed from the gas to be liquefied (Colling power QL) 
and compression consumedpower(WC) by performing energy 
and material balances for the overall liquefaction cycle. This 
can be performed by Aspen Hysys and all operating parameters 
of the cycle will be determined from the simulation flow sheet.  

The cycle efficiency is then computed by introducing the 
coefficient of performance (COP) which is defined as the ratio 
of heat absorbed from the gas to be liquefied (QL) to the net 
absorbed power of the cycle (Compression power WC), as 
follows: 

𝐶𝑂𝑃 =
𝑄

𝑊
. 

(7) 

where, QL is the total heat absorbed from hydrogen and WC is 
the total compression power consumed.  

B. AMR cycle simulation 

Thermal analysis of the AMR cycle has been performed by 
Aspen Hysys simulator according to the simulation method 
published by Belkadi and Smaili [17]. The method consists of 
modeling the AMR system, once the steady state is reached, by 
an ordinary system where the magnetized regenerator is 
idealized as a heater, whereas the demagnetized one is idealized 
as a cooler (figure 9). The carrier fluid flows continuously 
through the cycle, absorbing form the heater an amount of heat 
equal to the heat absorbed from the regenerator bed during the 
hot blow (QHB). The carrier fluid rejects through the cooler an 

amount of heat equal to the heat exchanged with the regenerator 
bed during the cold blow (QCB).  

 

Fig. 9 AMR cycle Simulation method 

The exchanged heats with the regenerator beds, QHB and QCB, 
should be calculated, according the equations 3 and 4, by the 
numerical model developed separately and introduced as input 
in Aspen Hysys simulation.   

V. RESULTS AND DISCUSSION 

As mentioned in section II, hydrogen can be supplied at the 
liquefaction pressure if it is produced by a hydrocarbon or 
methanol reforming. However, it should be compressed before 
purification and liquefaction if it is produced by an electrolyze 
device operating at atmospheric pressure [19]. In this logic, 
simulation of precooled Claude cycle has been performed, first, 
for a device where hydrogen is supplied at liquefaction 
pressure. Then a device where hydrogen is supplied at 
atmospheric pressure is considered. The simulation has been 
performed for different liquefaction pressures in order to 
determine the optimum pressure which should be considered as 
operating pressure. Figure 10 illustrates the evolution of the 
COP and power consumption (WC) as function of liquefaction 
pressure (PL) when hydrogen is supplied at liquefaction 
pressure. Results show the increase of the COP with the 
pressure. This rise becomes insignificant from the pressure of 
30 bar. Thus, the optimum pressure can be taken between 15 
bar and 30 bar. At 20 bar the total power required to liquefy 
1kg/h is 13kW. The corresponding COP is 0.105 (10.5%). This 
efficiency is not so far compared with published values. Pre-
cooled Claude exergy efficiency, e.g., as published by Krasae-
in [18], is situated between 6.2%-8.8% (noting that for the same 
system, exergy efficiency is higher compared to energy 
efficiency).      

 

Fig.10. Evolution and COP and power required of precooled Claude 
cycle as function of liquefaction pressure when hydrogen is supplied at 

liquefaction pressure. 
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When hydrogen is supplied at atmospheric pressure, it should 
be compressed to the required liquefaction pressure. in this case 
the power required to compress 1kg/h from 1 bar to 20 bars is 
1.5 kW. The total power required rises to 14.5 kW. Evolution 
of the COP of precooled Claude system and the total power 
required to liquefy 1kg/h of hydrogen supplied at 1 atm, as 
function of liquefaction pressure (PL), is illustrated on figure 
11.  

 

Fig. 11 Evolution of COP and power consumption of 
precooled Claude cycle as function of liquefaction pressure 

when hydrogen is supplied at atmospheric pressure. 
 

For magnetic liquefaction, the AMR considered is composed of 
6 stages operating in cascade. The hydrogen gas to be liquefied 
is supplied at ambient temperature under atmospheric pressure. 
Using Gadolinium (Gd), Terbium (Tb), Dysprosium (Dy) and 
Holmium (Ho) [11] as magnetic materials, thermal analysis has 
been performed by use of Hysys simulator as presented in 
section 3.2. The total volume (V) of the magnetic materials to 
be installed, liquefaction COP and power consumption (Win) 
are calculated. The relation between the COP and the total 
volume of magnetic materials has been investigated. Results 
obtained are presented in figure 12. Results show that the most 
efficient volume is 124 liters. The corresponding COP is 0.096 
(9.6%). Here, the total work input used to move the carrier fluid 
through the regenerator beds is insignificant (0.053 kW to 
liquefy 1 kg/h of H2 supplied at atmospheric pressure). 

 

Fig.12. COP and the total work input of AMR cycle 
as function of magnetic material volume 

 
To highlight the difference between the two systems, efficiency 
and energy consumption, calculated according to the thermal 
analysis procedure presented in section 3, are illustrated in table 
1.  
 

Table I 
Comparison between conventional system and AMR system. 

 PL (bar) COP WC (kW) Win (kW) 

Claude cycle 20 0.105 13  

20 0.094 14.5  
AMR system 1 0.096  0.053 

It is found that, in terms of efficiency, the two systems have the 
same COP. However, the power consumption for conventional 
systems is very high compared to the AMR systems. These 
performances can be improved for the AMR liquefier by the use 
of other magnetic materials having large EMC. 

VI. CONCLUSION 

In this study, an AMR liquefaction system, constituted of 6 
stages operating in cascade, has been considered to be 
compared with a precooled Claude system.  COP and energy 
consumption have been calculated for the two systems at 
similar conditions.  

In conventional systems, liquefaction can be obtained by the 
combined effect of cooling and adiabatic expansion of gas after 
it has been previously compressed. This liquefaction requires 
the use of large amounts of energy through cooling loops and 
at the recompression of gas. 13 kW is the required power found 
to liquefy 1kg/h supplied at 20 bar. The corresponding COP 
found is 0.105. When hydrogen is supplied at atmospheric 
pressure and compressed to be liquefied at 20 bar, the power 
required rises to 14.5 kW and the COP decreases to 0.094.   

By use of real magnetic materials (Gadolinium Gd, Terbium 
Tb, Dysprosium Dy and Holmium HoN) in 6 stages AMR 
liquefier, the COP found is 0.096. This value is very close of 
the one found for precooled Claude cycle. However, the total 
work input used to move the carrier fluid through the 
regenerator beds is insignificant compared to the energy 
consumed in Claude system: 0.053 kW of power to liquefy 1 
kg/ of H2 supplied at atmospheric pressure against 14.5 kw for 
Claude system. These results can be enhanced by the use of 
other magnetic materials having large EMC.  However, the use 
of a large amount of magnetic materials as solid refrigerant 
stills the main disadvantage of the magnetic systems: 124 litters 
is the volume of magnetic materials found for the AMR to be 
considered.  
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A Simplified Diagnosis Method for CHBMIs under
Open-circuit Switch or Battery Faults
Omar Kherif, Tahar Zebbadji, Youcef Gherbi, Mohamed Larbi Azzouze, and Madjid Teguar

Abstract—This paper deals with the diagnosis of cascaded H-bridge multilevel inverters controlled by a sinusoidal
level-shifted pulse-width modulation technique. For this purpose, the behaviour of 3, 5, 7 and 9-level inverters is studied
for regular and faulty operation modes. Three types of recurring faults are considered, namely open-circuit of a switch,
damaged and disconnected battery. Under a single fault, the output voltage signals are presented where the impact of
each fault is discussed. In order to detect, identify and localise the three types of fault, a signal processing method is
proposed, elaborating the output voltage of inverters with and without fault. The obtained results are convincing for the
considered cases. The study shows no real correlation between the selected features from one to the other type of fault.
Indeed, each fault type has its own trajectory with respect to the evolution of the output voltage characteristics. Thus,
localizing the faulty component within the multilevel inverter can be made with no ambiguity. Such findings obviously
solve a large part of problems associated with the presence of faults in multilevel inverters. They can help improving the
reliability of the inverter in such way it continues working.

Keywords—Cascaded H-Bridge, Diagnosis, Multilevel inverter, Industrial electronics, Voltage source inverter.

I. INTRODUCTION

Multilevel inverters represent an ideal choice of the high-power
demands for electric drives and renewable energies exploitation.
These inverters might be considered as an important alterna-
tive in the area of high-power medium-voltage energy control
with almost a high-quality output with low harmonic distor-
tion [1]. Among many inverter’s topologies, cascaded H-bridge
multilevel inverter (CHBMI) presents an easier topology to im-
plement with practically reduced harmonics [2]. CHBMIs are
typically used to eliminate the bulky transformer required in the
case of conventional multiphase inverters. These inverter also
used to eliminate the clamping diodes and the flying capacitors
required, respectively, in the case of diode and flying capacitor
inverters [3, 4]. However, these, on one hand, require a large
number of isolated voltage sources to supply each cell and, on
the other hand, the number of switches needed increases accord-
ingly. Thus, the fault probability of the accompanying system
raises [5, 6].

The reliability of CHBMI has received much attention from
researchers due to the occurrence of various faults within the
system (e.g., [7–10]). An unbalanced voltage is generated when
a fault occurs which can produce permanent damage to the load
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or complete system failure [8]. Most of these faults occur in
switching devices, circuit boards, capacitors, and power sources
[11]. If these faults are not fixed, a considerable negative impact
on the performance of the inverter and the system to which it
is connected will be observed [11]. The thermal factor might
be considered as a source of disturbance that has more impact
on the reliability of power electronics components and systems
with a rate of 55%. Indeed, other factors such as humidity and
vibrations are very often linked to the degradation of power
devices [12].

In fact, CHBMI are currently utilized in an enormous variety
of industrial applications, including variable speed AC drives.
However, these inverters are quite susceptible to switch failures
due to their complexity and exposure to several stresses [5].
According to [12], semiconductor defects account for 34% of
failures in converter systems. Based on more than 200 prod-
ucts from 80 companies, semiconductor power devices were
selected by 31% of respondents as being the most fragile com-
ponents [12]. Capacitor faults include open-circuit/short-circuit,
displacement of materials between electrodes creating a con-
ductive path, dielectric breakdown, etc. [13]. In addition, PCB
defects include broken metal pipes, corrosion or cracking of
traces, misalignment of components, delamination of boards
and cold welds [13].

Choi et al. [12] analysed the different methods of study and
treatment of switch failures, giving statistics on this aspect. Ac-
cording to [8], on one hand, the short-circuit fault is difficult
to handle because an abnormal over-current which can cause
serious damage to other parts is produced immediately. On
the other hand, the open-switch fault increases total harmonic
distortion and adversely affects the grid, which is connected
to. In literature, there is a great interest in detecting the faults
that could occur in the controllable devices of multilevel in-
verters (e.g., [6, 14–16]). In [6] and [14], the detection method
used a wavelet packet transform and a neural network algorithm
without additional devices. Also, the current pattern by the
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open-switch fault of the two-level topology was used, in which,
the detection method has been carried out using a differential
equation of currents [15]. Therefore, most of the diagnostic
methods for open-circuit faults have been practically focused on
the occurrence of single faults. In addition, other works have the
capability to handle and identify multiple failures (e.g., [10]).
The average absolute values have been used here as prime quan-
tities to formulate the diagnostic variables.

Indeed, any failure at a given level of the multi-level converter
can cause abnormal operation of the electrical system. In electric
drives, such a failure can cause the motor to overheat, increasing
harmonics and acoustic noises, etc. Sometimes the need to shut
down the entire drive system arises to avoid serious damage.
To reduce downtime and therefore improve productivity, it is
necessary to detect faults in converters in order to fix them [17].
It is well known that diagnosing faults in multilevel inverters
is a difficult task requiring efficient and rapid decision-making
procedures especially under extreme noisy measurement condi-
tions, strongly interdependent data, large number of inputs and
a complex interaction between symptoms and faults [1]. The
diagnosis consists in locating the fault, and this, by comparing
the current state of the system according to the readings of the
sensors compared to that of normal operation [18]. Better under-
standing of the system dynamics might be a key factor that leads
to a successful application, decreasing losses and improving the
quality of the output voltage waveforms.

In this paper, simulation tests have been carried out to study
a CHBMI under different possible faults. One switching de-
vice within the inverter has been affected by open-circuit faults.
Also, the malfunction or disconnection of one DC link has been
considered. Based on the output voltage records, the effects of
the selected faults have been examined and the output voltage
has been presented accordingly. The obtained results show the
possibility to visually distinguish the fault features compared
with the regular operation mode. Using the output voltages,
THD, a0, Af , RMSE and STD have been used to extract infor-
mation corresponding to the fault detection, identification and
localisation. The obtained results confirm the effectiveness of
the proposed fault diagnostic approach for 3, 5, 7, and 9-level
inverters. Diagnostic results and the information on the identi-
fied faulty switches and batteries in multilevel converters can
help to reduce the downtime cost of industrial power electronic
systems.

II. INVERTER TOPOLOGY AND CONTROL STRATEGY

A. CHBMI Topology

Fig. 1 shows the circuit configuration of the selected three-
phases power-conversion multilevel inverter.

The circuit has N -number of H-Bridge per phase, providing
approximately a sinusoidal output voltage. For each phase, this
later is the sum of the voltages that are generated by each cell.
A given H-Bridge has been made up of four switches namely
S1i, S3i, S2i and S4i, having an independent DC voltage source
Vin = E = Ei .

The output voltage phase is synthesized by the sum of inverter
outputs. Each single-phase full bridge inverter can generate
three level outputs, +E, 0, and −E. This is made possible

Phase A
Phase B

Phase C

E1

+

-

S11

S41

S31

S21

EN

+

-

S1N

S4N

S3N

S2N

VA
VB
VC

Fig. 1: Circuit configuration of the three-phase CHBMI

by connecting the DC sources sequentially to the AC side via
the four semiconductor power devices. Fig. 2 illustrates the
voltage polarities according to the switching states for each H-
bridge(positive, zero and negative polarities in Figs. 2(a), 2(b)
and 2(c), respectively).

+

-

S1i

S4i

S3i

S2i

(a) Positive polar-
ity

+

-

S1i

S4i

S3i

S2i

(b) Zero polarity

+

-

S1i

S4i

S3i

S2i

(c) Negative polarity

Fig. 2: Output voltage polarities for each H-bridge

From Fig. 2, a positive polarity is obtained for the case where
S1i is activated and S3i is deactivated. The negative polarity
appears for the complementary case. Moreover, the zero polarity
is obtained during the simultaneous activation or deactivation of
the switches (S1i and S3i). Table I summarizes the switching
states of the 3-level inverter (only one H bridge). It is worth
noting that the state of switch is designted by 1 or 0 when it is
on ON-state or OFF-state, respectively.

For 5, 7 and 9-level inverter, a second, third and fourth block
(bridge H) are added in cascade per phase, respectively. Each
inverter will have the same three voltage levels, namely +E,
0 and −E for every cycle. By cascading the output voltage of
the H-bridge inverters per phase, a stepped voltage waveform is
produced. It is well known that the level number of the output
voltage is defined by m = 2s + 1, in which s is the number
of DC sources or the cascaded H-bridges per leg. It is worth
noting that the three output voltages of the three-phase cascaded
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Table. I
SWITCHING STATES OF A H-BRIDGE INVERTER

Output voltage Switching states
VA S1i S3i

E 1 0
0 1 1
0 0 0
-E 0 1

inverters can be connected in either wye or delta connection.
The line voltage is equal to the phase voltage in delta connection.
However, the line voltage is obtained by subtracting two phase
voltages in wye connection. In this topology, the maximum
number of levels is m = 4s + 1 and triplen harmonics are
eliminated.

B. Control and Modulation Strategy

Multi-carrier PWM method is embraced in this investigation
to achieve an approximately sinusoidal output voltage wave-
form per phase. In this method, PWM signals are generated by
comparing a reference signal of sinusoidal form with triangu-
lar carriers. Three sinusoidal signals, shifted by (2π/3)–angle,
are required for the three output voltages. Recall that for an
inverter of N levels, there must be (N − 1) triangular carriers
with the same frequency and amplitude, constituting the level
shifted PWM (LS-PWM). Fig. 3 shows an example of the con-
trol signals for generating the pulses of the switches of a 5-level
CHBMI, in which a switching frequency Fc = 1kHz has been
selected with a modulation ratio Mi = 1.
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Fig. 3: PWM strategy for the 5-level CHBMI

Phase disposition strategy is used for the carrier arrangements
(i.e., in phase with each other), which have the same peak to
peak amplitude and Fc frequency. In this modulation technique,
the sinusoidal reference is constantly compared with each of the
triangular signals. If the reference is greater than the triangular
signal, the switch corresponding to this modulation is active.
Otherwise, the switch in question is in the ON state. For each
sine signal, four features are obtained with respect to the four
carriers. Fig. 4 illustrates an example of the triggering pulses
obtained for the 5-level CHBMI.

III. FAULTY OPERATION MODE RESULTS

In this section, regular and faulty operation modes of the three-
phase 3, 5, 7 and 9-level CHBMI have been presented. Each
inverter has been simulated in MATLAB environment to assess
the proposed fault detection technique. DC voltage sources of
30V have been considered with a fundamental frequency (f ) of
50Hz and sampling (fs) of 5kHz.

Fig. 4: Triggering pulses for the 5-level CHBMI

A. Open-Circuit Fault (Type I)

In this part, simulations have been carried out to show the effect
of switches’ open-circuit faults on the inverter output voltages.
Fig. 5 shows the output voltage patterns, recorded for fault of
one selected switch in the considered inverter. Figs. 5(a), 5(b),
5(c) and 5(d) show the effect of open–fault in CHBMI of 3, 5, 7,
and 9 levels, respectively.

For regular operation mode (Fig. 5), each output voltage can be
represented by Fourier series, in which the waveform is given
as follows:

V (t) =

∞∑
n=1

Vn sin (nωt) , ω = 2πf (1)

where, Vn is the amplitude of n-th voltage harmonic that is given
by:

Vn =


4

nπ

s∑
k=1

Vdc cos (nαk) for odd n

0 for even n
(2)

in which, s is the number of H-bridges and αk is the switching
angle used in the study (2π/3).

Compared to the regular operation mode, one can see that all
fault features in open-circuit cases could be visually detected.
Fault in a particular switch within a given leg leads to a defor-
mation on the output voltage of the corresponding phase related
to this leg. For a single H-bridge, the failure of a switch causes
the disappearance of the positive or negative part of the output
voltage. The distorted output signal due to the open circuit type
fault of switch S11 is exactly the same as that of S21 where only
the negative part of the signal appeared. Regarding a fault at
switch S31 or S41 (they have the same waveform), the output
voltage contains only the positive part of the signal associated
with regular operation. Therefore, only one spectrum can be
found, describing the open circuit fault in a 3-level inverter as
shown in Fig. 5(a)

Referring to the results of Fig. 5(b), three types of deformations
have been noticed at the level of the output signal: two wave-
forms for a fault in H1 and another waveform for H2. The first
one consist in the absence of ±2E (±60V ) levels in some inter-
vals. For the second voltage waveform, there is a disappearance
of ±E (±30V ) levels with zero voltage levels during a time
interval greater than half period. The complete absence of either
positive or negative sequences is characterising the third wave-
form. Indeed, a type I fault of S11 and S31 brings out the same
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Fig. 5: Output voltage of the 3, 5, 7 and 9-level inverters during a type I fault and normal operation mode

waveform with symmetrical characteristics with respect to the
time axis. The same observation is perceived for the following
pairs of switches: (S41 and S21), (S12 and S32) and (S22 and
S42). It should be noted that the waveform obtained for a type
I fault of S12 and S22 are identical. Thus, if we consider the
spectrum of the output voltage signal, three waveforms can be
identified: the first waveform concerns the switches S11 and
S31, the second one is related to those of S21 and S41 and the
last one is linked to those of S12, S22, S32, and S42.

From the results of Figs. 5(c) and 5(d), one can generalize the
study to an N -level inverter system according to the output
signals associated to a type I fault of a given switch. In this
condition, a number (N − 2) of signal waveforms is obtained
for an N -level inverter. Thereafter, the waveforms for each
H-bridge are briefly described as follows:

1. Type I fault on H1 :

• In the switch S11 (S31 respectively): The deforma-
tion consists in the disappearance of the last level
(N − 1)E/2 in the positive (negative respectively)
cap. In addition, during the interval where S11 (S31

respectively) is active, the voltage levels vary from
0 to ((N − 1)/2 − 1)E in the positive (negative
respectively) cap.

• In the switch S41 (S21 respectively): The output volt-
age is zero except for the operating interval of S11

(S31 respectively) where it varies directly between 0
and (N − 1)E/2.

2. Type I fault on Hi :

• In the switch S1i (S3i respectively): The voltage is
null during the ON-state interval of S1i (S3i respec-
tively).

• In the switch S4i (S2i respectively): The voltage is
null during the whole period except the ON-state
interval of S1i (S3i respectively).

3. Type I fault on HN : The distorted output voltage follow-
ing the appearance of a fault in S1n is exactly the same
as that in S2n. The same observation is obtained for the
two other switches (S3n and S4n). These two signals are
also symmetrical with respect to the time axis with a phase
shift of π.

B. Battery Fault Type II

Under particular conditions such as the batteries ageing, a DC
source might be lost. The effect of such a fault has been investi-
gated in this part where the internal resistor has been neglected.
Fig. 6 shows the output voltages of the 9-level inverter such that
the bridges H1, H2, H3 and H4 are in sequence way one after
one under the type II fault.

In this figure, the obtained four signals can be overlapped to
clarify the difference between the defected batteries. A common
result between these four signals is the loss of the last level of
voltage (N − 1)E/2 (4E in this case). It is true that there are 3
levels of voltage left, however, the arrangement of the remaining
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Fig. 6: Output voltages under type II fault in the CHBMI

levels is different. One can notice that a type II fault on the H1

bridge, the 120V level is replaced by the one of 90V. A type II
fault affecting the H2 bridge generates the same waveform of
signal found previously but with a slight decrease in the duration
of the 90V level. For the fault concerning the H3 bridge, we
note that the duration of the 60V level has decreased slightly
compared to that of the fault of the H2 bridge. Whereas, for
the fault concerning bridge H4, the duration of the 30V level
has decreased compared to that of the fault of bridge H3. This
means that the duration of each level is directly linked to the fault
affecting a given bridge (Hi). This duration can be quantified by
the control sequences of the different switches of a given bridge
(see Fig. 6).

C. Battery Fault Type III

In this part, the battery of a given bridge is totally disconnected,
hence, open-circuit at the input side of this bridge is obtained.
Fig. 7 shows the VAN output voltages of the 9-level inverter
respectively for a fault in the battery disconnection of H1, H2,
H3 and H4.

0 0.02 0.04 0.06 0.08 0.1
−150

−100

−50

0

50

100

150

Time (s)

V
ol

ta
ge

 (
V

)

 

 

Normal E1 E2 E3 E4

Fig. 7: Output voltages under type III fault in the CHBMI

Each battery contributes in a different way depending on its
order of connection within the multilevel inverter. This means
that the time contribution for each level is different from the
other (see Fig. 7). Disconnecting a battery from a given bridge
completely opens the phase for a well-defined period. By dis-
connecting the battery from the H1 and for a modulation index
equal to the unit, we notice the same phenomenon as that ob-
tained for a simultaneous type I fault of S11 and S31. Likewise,
a type III fault affecting the Hi bridge is equivalent to a simulta-
neous type I fault of the switches S1i and S3i. By disconnecting
the battery from the Hn bridges, one can notice that during the
application of its own voltage E, the output voltage (VAN ) is
null. It can be noted that the application duration of the voltage
E associated to H4 is observed throughout the period. There-
fore, the voltage VAN is null for the entire duration of the type
III fault.

IV. FAULT DIAGNOSIS METHOD

A. Features Extraction Technique

In this section, a signal processing technique is presented, al-
lowing the analysis of electrical signals in order to extract in-
formation useful for the detection and characterization of type
faults (I, II and III). This method is based on the frequency de-
composition of the signals, and this allows computing the THD,
the mean value, the standard deviation and the root mean square
error of the signals to be analysed in MATLAB environment.
The frequency spectrum of a signal has been computed with and
without faulty operation. Thereafter, the different parameters
have been calculated.

Fourier series decomposition helps with the computation of the
signal THD and the fundamental amplitude, which describe the
quality of the output waveform. The signal mean value of the
output voltage is the average of the instantaneous values mea-
sured over a full period, corresponding to the first component
of the signal FFT. In addition, the standard deviation indicates
the degree of variation or dispersion compared to the average
(average or expected value). A low standard deviation indicates
that the data points tend to be very close to the mean, while a
high standard deviation indicates that the data is spread over a
wide range of values.

B. Features Extraction Results for Type I Fault

1— Type I Fault in 3-level CHBMI: For the 3-level inverter,
Table II illustrates the computed values of the parameters used
in this study. These parameters have been calculated with and
without a faulty operation.

Table. II
FEATURES OF THE 3-LEVEL INVERTER UNDER TYPE I FAULT

Operation VAN

with/without THD Af a0 STD RMSE
type I fault (%) (V) (%) (%)

Without 52.36 29.99 0 23.93 0
S11 or S21 85.87 14.99 −63.68 13.97 29.25
S31 or S41 85.87 14.99 +63.68 13.97 29.25

From Table II, the results show remarkable differences between
the values obtained during regular operation mode and that un-
der fault. Indeed, the fault of one open-circuit switch generates a
remarkable increase in THD from 52.36 % to 85.87 %, accompa-
nied by a decrease in the amplitude of the fundamental (denoted
Af ) from 29.99 V to 14.99 V. This is to say that this fault gener-
ates a strong voltage distortion. In addition, this anomaly causes
an increase of the relative error of the output voltage signal, up
to 29.25%. Moreover, a decrease in the standard deviation of the
signal from 23.93 to 13.97 was recorded. In faultless operation
of the inverter, the voltage signal is characterized by its null
mean value. The type I fault generates a signal distortion for
the S11 and S21 switches symmetrically compared to that of
S41 and S31, that is why the same mean output voltage value;
having opposite signs, has been obtained.

From the disparities between the obtained results, it is concluded
that the selected features are capable of detecting and locating
the fault by indicating the opening of a switch on the same path,
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i.e., S11 or S21 on one hand, or S31 or S41 on the other hand,
without indicating the exact position of the open-circuit switch.

2— Type I Fault in 5-level CHBMI: In the case of 5-level inverter,
Table III illustrates the different values of the features used
during this investigation.

Table. III
FEATURES OF THE 5-LEVEL INVERTER UNDER TYPE I FAULT

Operation VAN

with/without THD Af a0 STD RMSE
type I fault (%) (V) (%) (%)

Without 26.91 60.10 0 43.99 0
S11 67.89 36.53 −35.93 31.22 23.01
S31 67.89 36.53 +35.93 31.22 23.01
S21 110.54 23.52 −55.73 24.79 36.26
S41 110.54 23.52 +55.73 24.79 36.26

S12 or S22 57.72 30.05 −63.68 24.52 24.52
S32 or S42 57.72 30.05 +63.68 24.52 24.52

According to the results of Table III, the operating mode with
an anomaly can be detected when the THD value is greater
than 26.91%. The fault in this case can be classified into 3
groups, corresponding to the three waveforms of signals shown
in Fig. 5(b). The first group represents a fault in the lower
switches of H1 (S41 and S21) with a THD of 110.54%. The
second group characterises a fault in the upper switches (S11

and S31) of H1 with a THD of 67.89%. Finally, the third group
is related to an open-circuit fault in all switches of H2, having a
THD of 57.72%. Regarding the sign of the mean value (positive
or negative), one can locate the faulty switch within the three
given groups as follows:

• Group 1: positive value means that the fault is on S41,
otherwise S21.

• Group 2: positive value means that the fault is on S31,
otherwise it is on S11.

• Group 3: positive (respectively negative) value means that
the fault is on S42 or S32 (respectively S12 or S22).

In general, the followed approach allows locating the default
position of the switch, with the exception of the last bridge (H2)
where it is possible to distinguish between the pairs of switches
(S12 or S22) and (S42 or S32).

3— Type I Fault in 7-level CHBMI: Table IV summarizes the
different values of the proposed features for the 7-level inverter
with and without type I defect.

The difference in THD values allows identifying four groups of
switches. The group 1, made up of the switches S41 and S21,
stands out with a THD of 130.51%. The signals whose THD
is 62.63% (default on S11 and S31 with the upper switches of
the bridge H2) compose the group 2. For a fault in the lower
switches of H2, the THD is 69.84%. The group 4 concerns the
fault of all the switches of H3, which is characterised by a THD
of 50.56%.

Table. IV
FEATURES OF THE 7-LEVEL INVERTER UNDER TYPE I FAULT

Operation VAN

with/without THD Af a0 STD RMSE
type I fault (%) (V) (%) (%)

Without 18.26 89.92 0 64.63 0
S11 60.94 60.48 −26.16 50.06 18.80
S31 60.94 60.48 +26.16 50.06 18.80
S21 130.51 29.50 −53.65 34.25 41.67
S41 130.51 29.50 +53.65 34.25 41.67
S12 62.63 47.31 −53.25 39.47 27.57
S32 62.63 47.31 +53.25 39.47 27.57
S22 69.84 42.63 −59.11 36.76 31.07
S42 69.84 42,63 +59.11 36.76 31.07

S13 or S23 50.56 44,95 −63.68 35.63 29.29
S33 or S43 50.56 44.95 +63.68 35.63 29.29

At this point, one can use the other parameters such as the
fundamental amplitude, the absolute value of the DC compo-
nent, STD or RMSE to obtain two complementary subgroups
(belong to the group 2). The first subgroup 2.1 is formed by
the upper switches of H1 (S11 and S31) whose fundamental
value is equal to 60.48V. The subgroup 2.2 contains the two
switches of H2 (S42 and S22) with the fundamental value of
around 40V. Moreover, to distinguish between the switches of
each group/subgroup, the sign of the mean values has been
elaborated as follows:

• Group 1: positive (respectively negative) value means that
the fault is on S41 (respectively S21).

• Subgroup 2.1: positive value means that the default is on
S41, otherwise S21.

• Subgroup 2.2: positive value means that the default is on
S32, otherwise it is on S12.

• Group 3: positive value means that the default is on the
switch S42, otherwise it is on S22.

• Group 4: positive value indicates that the fault is on S43

or S33, otherwise it is on S13 or S23.

It is important to note that this approach requires more precision
to distinguish between either the switches of subgroups 2.1 and
2.2 or the pairs (S13 or S23) and (S33 or S43) due to the fact that
the parameters values are close to each other.

4— Type I Fault in 9-level CHBMI: Table V illustrates the dif-
ferent values of the parameters used for the 9-level inverter for
the type I fault.

Based on the results of the computed THD, five groups of
switches can be obtained as follows:

• Group 1 is associated to a fault on S41 and S21, which has
a THD of 145.22%.
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Table. V
FEATURES OF THE 9-LEVEL INVERTER UNDER TYPE I FAULT

Operation VAN

with/without THD Af a0 STD RMSE
type I fault (%) (V) (%) (%)

Without 13.83 120 0 85.64 0
S11 56.61 85.47 −21.27 69.44 16.18
S31 56.61 85.47 +21.27 69.44 16.18
S21 145.22 34.51 −52.68 43.02 45.47
S41 145.22 34.51 +52.68 43.02 45.47
S12 64.52 66.91 −45.03 56.31 25.43
S32 64.52 66.91 +45.03 56.31 25.43
S22 81.75 53.07 −56.77 48.47 33.36
S42 81.75 53.07 +56.77 48.47 33.36
S13 56.08 61.23 −58.36 49.64 28.58
S33 56.08 61.23 +58.36 49.64 28.58
S23 58.51 58.75 −60.83 48.13 30.01
S43 58.51 58.75 +60.83 48.13 30.01

S14 or S24 47.65 59.99 −63.69 46.99 29.29
S34 or S44 47.65 59.99 +63.69 46.99 29.29

• Group 2 represents an open-circuit fault of the upper
switches of H1 (S11 and S31) and all those of H3 where
the THD is around 57%.

• Group 3 characterises faults in the upper switches of H2

(S12 and S32) with a THD equal to 64.52%.

• Group 4, having THD equal to 81.75%, is related to faults
of the lower switches of H2 (S42 and S22).

• Group 5 is linked to open-circuit of the H4 with a THD of
47.65%.

It is worth noting that each group contains at least 2 switches.
To overcome the localisation problem, the maximum value of
the fundamental, the absolute value of the DC component, STD
and RMSE have been exploited. For instance, as with the 7-
level inverter, the sign of the mean values (a0) might be used as
follows :

• Group 1: positive value of a0 means that the fault is on
S41, otherwise it is on S21.

• Group 2 : this group, containing 6 switches, has been
subdivided into the following subgroups :

– Subgroup 2.1: positive (respectively negative) value
of 52.68V means that the fault is on S41 (respectively
S21).

– Subgroup 2.2: positive (respectively negative) mean
value of 58.36V concerns fault is on S33 (respec-
tively S13).

– Subgroup 2.3: this subgroup is identified by mean
value of 60.83V, which is related to a fault on S43

(respectively S23) if its sign is positive (respectively
negative).

• Group 3: positive value of a0 means that the fault is on
S32, otherwise it is S12.

• Group 4: positive (respectively negative) value of a0 indi-
cates that the fault is on S42 (respectively S22).

• Group 5: positive value of a0 means that the fault is on
S43 or S34, otherwise, it is on S14 or S24.

C. Features Extraction Results for Type II Fault

The same aforementioned features have been taken into account
to deal with the fault localisation of a faulty battery in a 9-
level inverter. The extracted features have been computed and
illustrated in Table VI.

Table. VI
FEATURES OF THE 9-LEVEL INVERTER UNDER TYPE II FAULT

Operation VAN

with/without THD Af a0 STD RMSE
type II fault (%) (V) (%) (%)

Without 13.83 120 0 85.64 0
E1 16.86 102.7 0 73.65 13.99
E2 19.15 90.35 0 65.05 24.05
E3 19.90 84.67 0 61.04 28.72
E4 24.40 82.19 0 59.82 30.15

According to this table, one can observe that the mean value is
null for all cases of this type of fault. This observation is due
to the fact that the signals extracted after the appearance of a
fault always remain symmetrical with respect to the time axis.
This parameter no longer fits into the fault localisation. From
the THD readings, the type II fault of battery E1 and E4 can
be easily detected because their respective THD is 16.86% and
24.4% compared to the regular operation mode (THD=13.83%).

For the fault of battery E2 and E3, their THD values are practi-
cally close: 19.15 % and 19.90 %. To overcome this situation,
the fundamental amplitude, STD and RMSE have been used.
For type II fault of battery E2 or E3, these parameters are re-
spectively equal to (90.35V, 65.05, 24.05%) and (84.67V, 61.04,
28.72%).

D. Features Extraction Results for Type III Fault

In this part, features have been extracted from the output voltage
of the 9-level inverter under a type III fault. Table VII illustrates
the different values of the selected parameters.

For this type of fault in a 9-level inverter, Table VII shows a
remarkable difference in all features except for the mean value,
which remains null. For the case of fault of the first three
batteries (E1, E2, and E3), one can note that the values of
each parameter vary (increase or decrease) for a given feature
compared to the regular operation mode. This is to say that
such a fault is easily detected. For the localisation purpose, the
THD and RMSE increase from fault in the battery E1 to E3.
The intermediate values of THD and RMSE allow concluding
that the battery E2 is defected. In addition, fault in the battery
E1 is identified by a higher value of the fundamental amplitude
(50.96V), which decreases to 13.85V and 2.49V for a fault in the
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Table. VII
FEATURES OF THE 9-LEVEL INVERTER UNDER TYPE III

FAULT

Operation VAN

with and without THD Af a0 STD RMSE
type III fault (%) (V) (%) (%)

Without 13.83 120 0 85.64 0
E1 113.52 50.96 0 54.51 36.35
E2 274.96 13.85 0 28,66 66.54
E3 684.09 2.49 0 12.17 85.79
E4 – 0 0 0 100

battery E2 and E3, respectively. For the case of the last battery
(E4), almost all the parameters are null for the output voltage
with the exception of RMSE (100%) and the THD. Therefore,
for a right diagnosis, it would be wise to take into account the
phase-to-phase voltage.

E. Features Extraction Comparison

From the obtained results of the proposed diagnostic method,
it is possible to distinguish between regular operation mode
(without fault) and that in the presence of a type I, II or III fault.
This distinction is ensured by the use of the vector [THD, Af ,
a0, STD, RMSE]. One can recall that obtaining a non-null mean
value, a0, of the voltage signal, means that a type I fault is faced.
However, a null mean value, of this, implies a type II or III
fault. Parameters, other than the average value, make possible
distinguish between these last two types of fault. In addition to
the mean value a0, two parameters (THD and Af ) are largely
sufficient, in the actual case, to separate between the different
types or at least between those of II and III, as illustrated in
Fig. 8.
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Fig. 8: Parameters distribution with respect to the type of faults
for 9-level inverter

Regular operation is indicated by the blue dot. Likewise, the
three assemblies presenting the three types of faults are isolated
from each other. Since the features round up in separated groups
in Fig. 8, the proposed method confirms the absence of correla-
tion between the different types of faults considered. In general,
the more uncorrelated the features, the better the classifier per-
formance, which improves the identification process.

V. CONCLUSION

This paper dealt with the diagnosis of CHBMI under typical
faults where their effects have been examined. First, fault in one
of the controllable components has been considered, in which an
open-fault case has been selected (Type I). Then, DC link faults
have been studied for defected (Type II) and disconnected (Type
III) battery. Simulations show the possibility to visually distin-
guish the fault features from the output voltage signal compared
to the regular one. Based on the obtained results, a diagnos-
tic method has been proposed using THD, Af (amplitude of
the fundamental), a0 (mean value), STD (standard deviation)
and RMSE (the mean square error) of the output voltage signal.
The first three parameters are largely sufficient to distinguish
between the three types of faults. This is due to the total lack of
correlation between these faults. The location of faults is done
by a classification according to their THD. Faults in switches
with the same THD order have been classified in the same group.
The other parameters allow further decision between the groups
formerly considered. The three types of faults can be identified
since the selected features are round up in separated groups.
Such findings and the proposed technique might be used to ex-
tract a general fault diagnosis method to detect and locate the
fault in higher level CHBMIs. The diagnostic results and the
information on the identified faulty switches in multilevel con-
verters can help the reduction of the downtime cost of industrial
power electronic systems.
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Polluted Barrier Effect on the Electric Field 
Distribution in Point-Plane Air Gaps under AC 
Applied Voltage: Based on Experimental Model 

Mohamed Abdelghani Benziada, Ahmed Boubakeur, and Abdelouahab Mekhaldi 
 

Abstract− The aim of this paper is to study the effect of the surface condition of an insulating barrier on the electric field 
distribution in point-plane air gaps with the presence of a space charge, under AC voltage. The pollution was modelled 
as a uniform conductive layer on the barrier surface. Electric field analysis was carried out by changing the conductivity, 
permittivity, and thickness of the pollution layer. Using the Finite Element Method (FEM), the geometric model has been 
implemented in COMSOL Multiphysics software. This method is used to solve the partial differential equations that 
describe the field with the presence of space charge. The electric field increases when the conductivity and thickness of 
the polluted layer increases. Uniform pollution on the side of the high voltage point greatly reduces the insulation quality 
of the barrier. In addition, a limit level of pollution, from which its minimal electric strength is equivalent to that of a 
conductive barrier, has been determined. This model has been validated by comparing with the experimental results of 
a point-barrier-plane configuration with a distance between electrodes equal to 5cm.  The distribution of the electric field 
predicted by the numerical model is in accordance with the experimental results. The latter indicate that this model has 
a great contribution in the physics of discharges in the air under various polluted environments. 
 

Keywords− barrier surface condition, conductive layer, electric field, finite element, numerical method, point-plane air 
gap, space charge. 

I. INTRODUCTION 

The improvement of the dielectric strength of the non-uniform 
field air gaps by the insertion of insulating barriers has been 
well demonstrated under a clean and dry atmosphere and under 
AC, DC or impulse voltages [1-7]. 
 

In the high-voltage domain, pollution is a serious problem that 
must be taken into account when designing insulating systems. 
This is due to the formation of more or less conductive layers 
on the surface of the barriers, which used between electrodes in 
high voltage technique. These electrodes can be either the metal 
parts of different live equipment or the conductors of overhead 
lines or high-voltage terminals in testing laboratories. These 
polluting deposits covering the insulating surfaces can cause a 
considerable reduction in the dielectric strength of the high-
voltage systems. 
 
  

Knowledge of the degree of pollution is, therefore, a 
prerequisite and indispensable condition for a suitable 
insulation dimensioning. 
 

Awad [8] studied the behavior of polluted barriers in point-
point and point-plane air gaps of less than 12 cm in length. The 
voltages used were 50 Hz industrial frequency and switching 
impulse. It has been found that the breakdown voltage 
decreases when the surface conductivity increases and then 
tends to a constant value for a surface conductivity greater than 

or equal to 3 μS in the case where the polluted surface is in front 
of the point electrode. 
 

In 1979, A. Boubakeur [9] studied the influence of a polluted 
barrier covered by a semiconducting or a conductive layer on 
the dielectric strength of a point-barrier-plane system. The 
semiconducting layers on the barrier correspond to the practice 
of using the barrier in polluted conditions. As soon as the 
surface conductivity of the semiconductor layers exceeds 1.6μS 
[10], the electrical discharge develops in two steps, as in the 
case of a metal barrier [11,12]. With a semiconductor surface 
barrier, the breakdown voltage of the point-plane air gaps varies 
between the values obtained with the insulating barrier with 
clean surfaces and those obtained with the metal barrier of the 
same shape. 
 

The most recent works are those carried out by S. Mouhoubi               
[13,14] and concern the case of point-barrier-plane systems 
under DC and AC voltage. The pollution applied to the upper 
surface of the barrier facing the point causes an increase in the 
electric field at the plane, whatever the position of the barrier. 
Nevertheless, the completely polluted barrier causes a greater 
increase of the electric field, compared to the case where the 
barrier is only polluted on its upper surface. 
 

With the growing development of computing electromagnetic 
software, it is now possible to obtain fast and accurate results. 
Among the numerical methods available and applicable to 
electromagnetic field calculations, the finite element method is 
the most used one. Thus, its use through the COMSOL 
Multiphysics commercial software was selected to carry out the 
various simulations.   

In this work, the electric field distribution in a                          
point-barrier-plane air gap was determined under an AC 
applied voltage. Conductivity, permittivity, and thickness of 
the pollution layer were varied to investigate their effect on the 
electric field distribution. The 2D model from COMSOL 
Multiphysics was used for modelling. To interpret the results 
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of our model, the simulation results are compared with 
experimental data obtained by S. Mouhoubi [13,14].   

II. SIMULATION MODEL 

To simulate the electric field in the air, a drift-diffusion model 
is used. This model describes the generation, the annihilation 
and the movement of three species (electrons, positive ions, and 
negative ions) [15]. It includes a set of mass conservation 
equations for the charge carriers in the gas coupled with the 
Poisson’s equation for the calculation of the electric field and 
is described by the equations (1) and (2)  [15,16]:   

, , + 𝛻. −𝑁 , , 𝑊 , , − 𝐷 , , 𝛻𝑁 , , = 𝑅 , ,     (1)  
 

(−𝜀 𝜀 ∇𝑉) = 𝑞 𝑁 − 𝑁 − 𝑁 , 𝐸 = −∇𝑉     (2) 
 

The subscripts e, p, and n indicate the quantities related to 
electrons, positive ions, and negative ions, respectively. N 
stands for the charge carrier density, [m-3]; D is the diffusion 
coefficient, [m2 s-1]; E is the vector of electric field, [Vm-1]; V 
is the electric potential, [V]. t stands for time, [s]; and R 
specifies source terms (rates of the processes in discharge 
plasma), [m-3 s-1]; q = 1.6·10-19 [C] is the elementary charge, 
and εo = 8.854·10-12 [Fm-1] is the permittivity of vacuum [15]. 
 

The resulting process rates for the different charged particles 
can be expressed as follows [15,16]: 
 

       𝑅 = 𝑅 + 𝑅 + 𝑅 − 𝑅 − 𝑅  
       𝑅 = 𝑅 + 𝑅 − 𝑅 − 𝑅             (3) 
       𝑅 = 𝑅 − 𝑅 − 𝑅  
 
 

𝑅  represents the rate of background ionization in zero field 
limit;  R = αN W  is the rate of electron impact ionization 
(𝛼 stands for Townsend’s ionization coefficient, m-1); 𝑅 =
𝜂𝑁 𝑊   is the rate of electron attachment to electronegative 
molecules (𝜂 is attachment coefficient, m-1); and  𝑅 =
𝑘 𝑁 𝑁  is the rate of detachment of electron from negative 
ions (𝑘  is detachment coefficient, m3/s).  
 

Two types of recombinations are considered, electron-ion and 
ion-ion, with the rates  𝑅 = 𝛽 𝑁 𝑁  and  𝑅 = 𝛽 𝑁 𝑁  , 
respectively (𝛽 stands for corresponding recombination 
coefficient, m3/s). 
 

In our study, the used model parameters, the boundary and 
initial conditions used are adopted from [15,16] and are 
implemented in COMSOL Multiphysics. 
 

A. Modeling of thin conductive layer 
 

To study the influence of pollution on the distribution of the 
electric field, the pollution layer was modelled as a thin 
conductive layer uniformly distributed over the insulating 
barrier. The parameters of the polluted layer are given in the 
table 1.  

Table. I  

POLLUTION PARAMETERS 
 

 
Permittivity 

[F/m] 
Conductivity 

[mS/cm] 
Insulating barrier 5.8 0 

Polluted barrier 
[17] 

15 and 80 

0.0235 

0.45 

1 

2 

The used thickness for polluted layers are 0.1mm, 0.3mm and 
0.5mm. The algorithm developed to calculate the electric field 
is represented in Fig 1. For our simulation, tout is equal to 100 
ms and the peak value of the AC voltage is used.  

The input parameters for initializing calculations are the 
dimensions of the physical domain, gas pressure, potentials of 
the electrodes, number of nodes in the computational grid, 
desired output times and the initial distribution of space charges 
(if any).  
 

The routine “Output Electric field” calculates data needed for 
the main solvers and calls subroutine “Resolution of the 
Poisson’s equation”, which solves the Poisson’s equation (2). 
The output from it is the distribution of the electric field in the 
discharge gap (after the first call it gives the electrostatic field 
distribution if no space charge was set initially). Then the 
routine “Resolution of mass conservation equations” is called 
for solving system (1) – (3).  
 

This routine calculates the time step advances the profiles of the 
densities of charged particles taking into account the source 
terms and computes the space charge density profiles using the 
electric field distribution obtained earlier. Then, the current 
time is updated and the routine subroutine “Resolution of the 
Poisson’s equation” is called again to calculate the electric field 
corresponding to the new space charge distribution. If the 
current time is not greater than the desired output time, the loop 
“Resolution of mass conservation equations” – “Resolution of 
the Poisson’s equation” is repeated until the condition is 
fulfilled [15].  

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1: Simulation chart. 
 

B. Implementation 
 

In Fig 2, the geometry of the used point-plane electrode system 
with an insulating barrier is presented. To simulate our model, 
an AC voltage 50 HZ has been applied to the high-voltage 
electrode (point) and the plane is grounded considering that 
atmospheric conditions are normal.  

A 2D simulation was performed for a point-plane electrode 
arrangement. The boundary conditions used in our simulation 
are given in Fig 3. 

Yes 

No 

Problem definition 
 

 Introduction of geometric data 
 Introduction of tension and materials 
 Boundary conditions 
 Introduction of pollution parameters 

Resolution of the Poisson’s equation 

Resolution of mass conservation equations 

Resolution of the Poisson’s equation 

Output Electric Field E 
 

Start 

t < tout 

End 
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Fig.2: Point-barrier-plane configuration. 
 
 

 

d

a

Barrier

P lane

A ir

Surface
of the
point

S
ym

m
e

tr
ic

 a
xi

s

z

r

open
boundaries

 
Fig.3: Computational domain, n is the unit vector normal to the boundary.  

C. Validation of the model 
 

To validate our model, a comparison is made with experimental 
results of investigations already performed using a capacitive 
probe carried out at the University of Cardiff by Mouhoubi and 
Boubakeur (Fig 2) [13,14]. 
 

D. Experimental Set-up and Measurement Method 
 

The experimental set-up and measurement method are based on 
experiments measuring electric field under AC stress [13,14]. 

The capacitive probes is a portable probe, which is generally 
used for measurements of the electric field on site (apparatus, 
lines, stations, etc.). It consists of a surface element S isolated 
from the grounded circular plane (Fig 4). The S probe is 
connected to an electrical measuring circuit, introduced into a 
grounded housing, acting as a screen (Fig 5). Two 9-volt 
batteries power it. The design of the probe as well as elements 
of the electrical circuit is obtained by simulation using a 
software package Slim (Electromagnetic Engineering Alstom). 
 

Considering equation (4), the electric field can be determined 
using a memory oscilloscope or a PC with an interface, which 
allows the 𝑉  probe signal corresponding to the voltage across 
the capacitor C11 (Fig 6). 
 

𝐸 =
.

.
      (4) 

 

Where 𝑉  is the voltage across the capacitance C11. 

 
 

 
 

Fig.4: Photograph of the capacitive probe [13]. 

 
 

Fig.5: Electric circuit diagram of the capacitive probe [13]. 
 
 
 

Knowing the surface of the probe S as well as the value of the 
capacitance C11 : 
 

 

𝐸 = 14.388 × 𝑉   (kV/m)  (5) 
 

 

For a voltage of 10 kV applied to the high voltage electrode, the 
𝑉  voltage recorded across the capacitance of the probe is shown 
in Fig 6. The field probe schema as well as its characteristics 
used in the experimental tests are represented below (Fig 7): 
 

- The radius of the probe (S0): r = 2.235 mm. 
- The inside radius of the electrode (E1): re = 2,270 mm, which 
gives an air gap g = 0,035 mm and an effective radius of the 
probe rm = 2.2525 mm. 
 

 
 

Fig.6: Oscillogram of the voltage 𝑉  of the capacitive probe [14]. 
 

 
 

Fig.7: Field probe schema [14]. 

III. RESULTS AND DISCUSSIONS 

The results in this work concern the electric field distribution at 
the plane in the presence of a space charge density in the 
medium, which varies from [1 ÷ 50]x10 C/m  . This range 

𝑉 = 𝑉   

𝑛. −𝐷 . ∇𝑁 , = 0   

𝑁 = 0

𝜕𝑉

𝜕𝑧
=

𝜕𝑁 , ,

𝜕𝑧
= 0 

𝜕𝑉

𝜕𝑟
= 0   

 

𝜕𝑁 , ,

𝜕𝑟
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𝑉 = 0 , = 0 , 𝑁 , = 0 
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of values gives better results compared to the experimental 
model. Several parameters, such as conductivity, permittivity, 
and thickness of the pollution layer are considered. We studied 
the influence of these parameters on one side of the barrier (in 
front of the point and in front of the plane) and on the two sides 
of the barrier. The influence of variation of the barrier length is 
not studied in this paper and is considered equal to 15 cm. 
 

To better understand the performance of this method, an 
analysis that illustrates the relative error of the method 
compared to the experimental results in the calculation of the 
electric field at the plane was performed. 
 

A. Influence of polluted barrier 
 

We begin by studying the influence of a polluted barrier on its 
upper surface on the electric field at the plane in comparison 
with the experimental results obtained by Mouhoubi [13,14].  
 

Fig 8 shows the influence of the polluted barrier on the variation 
of the electric field at the plane as a function of the voltage V. 
The electric field increases by increasing the applied voltage. 
We also note that the pollution increases the electric field at the 
plane [18]. A good correlation between experimental and 
calculated results for the insulating barrier (error < 6%), and a 
slight difference for the polluted barrier has been found (error 
< 10%). 

 
Fig.8: Influence of the polluted barrier on the variation of the electric field at 
the plane as a function of the voltage V (d = 5 cm, a/d = 0%, 2L = 15 cm, 
e=2.1mm, =0.45 mS/cm). 
 

Fig 9 shows the variation of the electric field as a function of 
the applied voltage at the point, for two positions of the barrier, 
a/d = 0% and 20%, in the case of the polluted barrier facing the 
point.  
 

The pollution applied to the upper face of the barrier causes the 
increase of the electric field at the plane, regardless of the 
position of the barrier [18]. It is useful to note that the electric 
field at the plane in the case of a polluted barrier, as for the clean 
barrier, increases by moving the barrier away from the point. 
Consequently, the dielectric strength decreases by increasing 
the ratio a/d [14].  

There is a difference between the simulation results and the 
experimental data especially when the voltages are greater than 
16 kV for the position a/d=0% and 14 kV for the position 
a/d=20%, and when the voltages are close to the indicated 
values, the simulation is closer to the experimental results. 

 

 
Fig.9: Influence of the position of the polluted barrier on the variation of the 
electric field at the plane as a function of the voltage V (d = 5 cm, 2L = 15 cm, 
e=2.1mm, =0.45 mS/cm). 

B. Influence of pollution mode 
 

The influence of the mode of pollution on the variation of the 
electric field at the plane as a function of the voltage V for a 
polluted barrier is shown in Fig 10.  
 

From this figure, it can be observed that whatever the mode of 
pollution applied to the barrier, the electric field is higher than 
that of the clean barrier. In particular, the completely polluted 
barrier causes a greater increase of the electric field compared 
to the case where the barrier is only polluted on its upper surface 
[18]. For the insulating barrier, we observe that the simulation 
results are close to the experimental ones and the error is less 
than 5%. On the other side, for the polluted barrier, the 
experimental and the simulation data are within an error 
tolerance of +/- 10%. We also observe that the simulation 
results are close to the experiment ones, especially for high 
voltage values. 
 

 
Fig.10: Influence of the pollution mode on the variation of the electric field at 
the plane as a function of the voltage V for a polluted barrier (d = 5 cm,                 
a/d = 0%, 2L = 15 cm, e=2.1mm, =0.45 mS/cm). 
 

C. Influence of layer conductivity 
 

We examine now the effect of the layer conductivity on the 
electric field distribution at the plane for the three cases: 
polluted barrier facing the point, facing the plane, and 
completely polluted.  
 

The x-axis (position on the plane) represents the distance 
between the center and the edge of the plane. 
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The results, presented in Fig 11,12 and 13, were obtained for an 
AC voltage equal to 22 kV, conductivity values of 0 S/m (clean 
barrier), 0.0235mS/cm, 0.45mS/cm, 1mS/cm and 2mS/cm, and 
for permittivity thin layer value of 80. Pollution layer thickness 
was kept constant at 0.1 mm.  

From these figures, we note that the electric field depends on 
the pollution layer conductivity. As a first observation, a 
polluted barrier reduces the dielectric strength compared to that 
of the clean barrier, whatever the mode of application of the 
pollution but remains superior to that of the conductive barrier. 
 

In Fig 11, the electric field distribution as a function of a 
polluted barrier facing the pointed electrode was presented. 
From this figure, we observe that when the conductivity of the 
pollution layer increases, the electric field increases [19].  
 

The influence of the pollution layer facing the grounded 
electrode is presented in Fig 12. We notice the more the 
conductivity of the pollution layer increases, the electric field 
slightly increases but remain far from the case of the polluted 
barrier facing the point [19]. The pollution on the ground side 
does not significantly affect the dielectric strength of the 
system. 

 
Fig.11: Distribution of the electric field at the plane (V=22kV, d = 5 cm,                   
a/d = 0%, 2L = 15 cm, e=5mm, εr = 80, ep =0.1mm). 

 
Fig.12: Distribution of the electric field at the plane (V=22kV, d = 5 cm,                 
a/d = 0%, 2L = 15 cm, e=5mm, εr = 80, ep =0.1mm). 

 

Finally, we tested the influence of a completely polluted barrier 
on the distribution of the electric field (Fig 13).  
 

From this figure, we notice that the variation of the electric field 
is almost the same as the case of a polluted barrier facing the 
pointed electrode [19]. The pollution on the side of the point 
greatly reduces the insulation quality of the barrier. 

 

Fig.13: Distribution of the electric field at the plane (V=22kV, d = 5 cm,              
a/d = 0%, 2L = 15 cm, e=5mm, εr = 80, ep =0.1mm). 
 

D. Influence of layer permittivity 
 

In order to study the influence of the layer permittivity on the 
electric field distribution at the plane, two permittivity values: 
15 and 80 respectively were used. We used also two 
conductivity values: =0.0235mS/cm and =1mS/cm, and the 
thickness of the pollution is equal to 0.1 mm.  

Based on the simulation results (Fig 14), it has been observed 
that the influence of the permittivity on the electric field 
distribution at the plane is remarkable for low conductivity 
values. With the growth of the conductivity value, the effect of 
the permittivity decreases [18].  
 

In fact, the thin layer becomes a better conductive layer entering 
in resistive regime making the electric field distribution 
uniform. In this type of regime, the influence of permittivity is 
not noticeable as we can observe when we compare the green 
curve, pollution conductivity of 1mS/cm and pollution 
permittivity of 80F/m, with the blue curve, pollution 
conductivity of 1 mS/cm and permittivity of 15F/m. These 
curves are substantially equal. 

 
Fig.14: Distribution of the electric field at the plane (V=22kV, d = 5 cm,                 
a/d = 0%, 2L = 15 cm, e=5mm, ep =0.1mm). 
 

E. Influence of layer thickness 
 

The study of the effect of the thickness of pollution layers on 
the electric field distribution at the plane is of great importance 
to determine the dielectric strength of the point-barrier-plane 
arrangement.  
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To do this, three thicknesses ep=0.1, 0.3 and 0.5mm were used. 
We also used two values of conductivity =0.0235 and 
=1mS/cm which represent two different levels of pollution. 
The value of the permittivity was kept constant and equal to 80. 
 

From Fig (15,16), It can be observed that when the thickness of 
the pollution increases, the electric field increases. This 
increase in field strength is much greater when the conductivity 
of the pollution layer increases. For low values of conductivity 
and in the case of a polluted barrier on its upper surface (Fig 
15), the electric field increases but remains far from that one 
obtained in the case of the conductive barrier.  
If the conductivity and the thickness increase at the same time 
(Fig 16), the distribution of the electric field increases and 
converges towards the value of the conductive barrier [18]. 

 
Fig.15: Distribution of the electric field at the plane (V=22kV, d = 5 cm,                   
a/d = 0%, 2L = 15 cm, e=5mm, =0.0235mS/cm, εr = 80). 

 
Fig.16: Distribution of the electric field at the plane (V=22kV, d = 5 cm,                   
a/d = 0%, 2L = 15 cm, e=5mm, =1mS/cm, εr = 80). 
 

F. Polluted barrier vs conductive barrier 
 

To complete our study, the limit value of the conductivity from 
which the polluted barrier gives almost the same result as the 
conductive one in the case of polluted barrier facing the point 
was determined (fig 17).  
 

From this figure, we observe that the polluted barrier has almost 
the same behavior in comparison with the conducting barrier 
for the position x=0 (center of the plane) and when the 
conductivity is close to 2.25 mS/cm [18]. 

 
Fig.17: Distribution of the electric field at the plane  (V=22kV, d = 5 cm,               
a/d = 0%, 2L = 15 cm, e=5mm, ep =0.1mm). 
 

IV. CONCLUSION 

In this paper, electric field distribution in point-barrier-plane air 
gaps was investigated by using software package of COMSOL 
Multiphysics based on Finite Element Method (FEM).  
Comparison between the electric field in both clean and 
polluted cases was conducted. 
 

The effect of the surface condition of the barrier on the electric 
field for a point-plane system gives the following results: 
 

- The pollution on the side of the point greatly reduces the 
insulation quality of the barrier. 
 

- The electric field of the point-barrier-plane configuration 
increases with increasing conductivity of the pollution layer 
covering the barrier. 
 

- The influence of the thin pollution layer permittivity on the 
electric field is remarkable for the small values of the 
conductivity. 
 

- From our results with different pollution layer thicknesses, we 
can deduce that this parameter has an important influence on 
the distribution of the electric field and therefore the dielectric 
strength of the system. 
 

- There is a limit value of the conductivity from which the 
polluted barrier gives almost the same result as the conductive 
barrier. In our study, this value is equal to: 2.25 mS/cm. 
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Analysis and mapping of mining subsidence and 
underground voids collapse risk using GIS and the 

weights-of-evidence model for the abandoned 
Ichmoul mine, Algeria 

Nassim Larachi, Abderrahim Bali, Abderrezak Ait Yahiatene and Malek Ould Hamou 

Abstract− The present study concerns the assessment of mining subsidence and old underground works collapse hazard 
of the abandoned Ichmoul mine (Batna, Algeria) using the geographic information system (GIS) and the weight of 
evidence method (WofE). After the identification of collapse cases on the site and developing a spatial database for old 
underground works, topography and geology, the weight of evidence model was applied to calculate the weight of each 
relevant factor. Five main factors controlling or related to subsidence and underground voids collapse were determined 
from the probability analysis of existing cases; the underground voids depth, the distance between the underground voids, 
the landforms slope, the lithology and the distance between the fractures. Conditional independence tests were performed 
for the choice of factors. For the analysis of the subsidence and underground void collapse spatial hazard mapping, the 
contrast values, W+ and W- of the each factor evaluation were analyzed. The analysis results were validated using the 
curve ROC (AUC) with a past collapse case. For all the factors used, the area under the (ROC) curve showed 92 % 
accuracy. The results obtained can be used for the prevention of mining subsidence and underground voids collapse risks 
and the mine site rehabilitation.  
 

Keywords−Abandoned mine, Algeria, geographic information system, hazard prediction map, subsidence and collapse 
hazard, weight of evidence. 

 

I. INTRODUCTION 

Abandoned mines are threatened by the ground subsidence and 
voids collapse risk around old mining works (galleries, pipes, 
declines, shafts, etc.). This risk with negative environmental 
impact [1-7] is only a spatio-temporal evolution of the voids 
physical instability that was once created by the underground 
exploitation of deposits. Therefore, managing the mining 
subsidence and voids collapse risk of abandoned mine is urgent 
and imminent, in order to reduce the impact and so that 
governments can prevent this risk. So, a systematic prediction 
of subsidence and voids collapse can be used for sustainable 
development and future management of the post-mine 
environment. Although the GIS (geographic information 
system) has been widely used for geo-risks such as landslides 
[8-11], floods [12, 13],  land subsidence by overexploitation 
groundwater [14], groundwater vulnerability to pollution [15-
18], soil erosion [19-21], soil pollution [22]... etc. and even in 
the mineral resources potential assessment [23-26], few studies 
have been carried out for the assessment of GIS-based methods 
and applications relating to the environmental management of 

former mining sites [27]. In recent years, there have been 
probability, statistical, fuzzy logic and artificial neural network 
methods combined with GIS (Geographic Information System) 
software that helps predict the subsidence and collapse risk in 
the mining environment. Indeed, Kim et al., 2006; Blachwski, 
2016; Oh et al., 2011 and Lee et al., 2012 predicted the ground 
subsidence risk using GIS with models based on frequency 
ratio, logistic regression and an artificial neural network [28-
31], Choi et al., 2010 and Park et al., 2012 predicted this risk 
for an abandoned underground coal mine out of fuzzy logic 
[32,33]. Oh and Lee, 2011; 2010 also applied the weights of 
evidence (WofE) method to predict subsidence in an abandoned 
coal mine [34, 35]. Algeria has old mines, dispersed throughout 
the country. The various geological risks of old mines, 
including mine drainage, ground subsidence and voids collapse, 
contamination, etc. are important in these mines [36]. Very little 
attention has been paid to the subsidence and collapse risk at 
these mine sites. Therefore, the Algerian government must 
initiate research programs on former mining sites in order to 
carry out data mining for post-mine management. During the 
sampling campaigns of the mine wastes and geo-mining study 
on the abandoned Ichmoul mine allowed to identify and 

observe subsidence and collapse cases around the old 
galleries (Fig.1). So, a prediction method combined with 
MapInf software to assess and predict mine subsidence and 
collapse is applicable. The objective of this study is to analyze 
and map the land subsidence and underground collapse risk 
of around the old galleries of the abandoned Ichmoul mine 
using the weights-of-evidence method and GIS. 

II. METHODOLOGY 

The analysis of the mining subsidence and voids collapse risk 
of mine sites with underground exploitation requires several 
steps [30, 32, 33, 35]. The first step involves the collection of 
mining (mining plans), geological (lithology, faults), 
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hydrogeological, topographic (landform slopes) data as well as 
an inventory of subsidence and collapse cases on the site. These 
data will allow selection of the relevant factors. The second step 
is to assess the spatial hazard using the relationship between 
this risk and factors related. The third step is to make a risk map 
of subsidence and underground voids collapses from the factor 
maps. Finally, the results validation step. Ground subsidence 
and voids collapse in mine sites are processes of rock mass 
movement under the influence of various factors. Therefore, it 
is essential to analyze the conditions of the selected factors to 
assess this risk. In the literature, the main influencing factors 
responsible for mining subsidence and voids collapse are the 
depth and height of underground voids, mining method, degree 
of voids inclination, mining extent, structural geology, 
lithology, landforms slope and groundwater [33, 35].In 
addition, two campaigns carried out on the mine site detected 
mining subsidence and voids collapse cases (Fig.2), some were 
used for modeling and others for validation. 
 

 
Fig. 2: Collapse cases of galleries in the Ichmoul mine site. 

 
A total of 5 cases mapped through field observations. Of the 
total, a case was mapped to ore masse 3 that caused a land 
subsidence. A large number of ground breaking phenomena 
have been observed at high altitudes. It was found that these 
collapses mainly occurred on the access galleries openings. The 
escalating feature of collapses has proven to be a major risk for 
artisanal miners. The study area belongs to the terrain 
comprising a variety of different dimensions faults. The main 
one is the tectonic fault located in the ore masse 2 and 4. 

The approach to predicting mining subsidence and collapses 
around voids generated by old mining is based on the spatial 
correlation of factors and risk. To generate the risk prediction 
maps for each of the five study factors using WofE , the spatial 
database was classified into a map by calculating W + and W− 
from “(1)” and “(2)” [10, 35], which show favorable and 
unfavorable areas. 
 

 𝑊 = 𝐿𝑜𝑔
𝑃{𝐵/𝐷}

𝑃{𝐵 𝐷⁄ }
 (1) 

 
𝑊 = 𝐿𝑜𝑔

𝑃{𝐵/𝐷}

𝑃{𝐵/𝐷}
 

(2) 

where P is the probability, B is the presence of a dichotomous 
pattern,  
𝐵 is the absence of a dichotomous pattern, D is the presence of 
an event occurrence, and 𝐷 is the absence of an event 
occurrence. W+ and W− are the weights of proof when a factor 
is present (relevant) and absent (irrelevant), respectively. 

 
A pair of weights, W+ and W-, is determined by the degree of 
overlap between known mining subsidence and collapses and 
the various classes of factors [11, 34]. If no particular 
association exists between the collapse occurrences and the 
factor, then W+ = W- = 0. A positive value of W + indicates a 
positive association between known cases and the obvious map. 
The contrast value C (where C = [W+] - [W-]) represents the 
degree spatial association between the obvious map and known 
occurrences [11]. The weights significance (S) can be estimated 
by “(3, 4)” below [10, 11]: 
 

 s  (𝑊 ) = [1/𝑀{𝐵 ∩ 𝐷}] + [1/𝑀{𝐵 ∩ 𝐷}] (3) 

 s  (𝑊 ) = [1/𝑀{𝐵 ∩ 𝐷}] + [1/𝑀{𝐵 ∩ 𝐷}] (4) 
 
Finally, to calculate the standard deviation and the studentized 
(c/s) of the contrast, “(5)”and “(6)” were used [35, 11, 14]. 
 

 S(C) =  s (W ) + s  (W ) (5) 

 

 
Fig. 1: Old mining galleries and underground collapse location of the abandoned Ichmoul mine site. 
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 c s = C
S(C)  (6) 

 

III. RESULTS AND DISCUSSION 

These past cases of subsidence and voids collapse will help 
select the relevant factors related to risk. They ensure also that 
the predicted subsidence and voids collapse will occur under 
conditions identical to those of the past cases [32].  
On the other hand, a laborious work made it possible to develop 
geographic information system (GIS) using professional 

MapInfo software while digitizing and calibrating the various 
maps (paper format) recovered from the National Mining 
Company of Products Non Ferrous and useful substances 
(ENOF). This GIS database is made up of the contour lines 
altitudes generated from a topographic map, lithological 

information and the faults from the geological map, distances 
between the old underground voids from the old galleries maps 
and the old voids depths from geological sections. The thematic 
data layers are shown in Table I and Figs. 3-7. 
Previous studies of ground subsidence in old mine sites have 
mentioned that void depth factors and the distances between 
them are important [28, 30, 33], therefore very tight classes 
were chosen. However, the hydrogeology factor has been 
eliminated because the Ichmoul mine is above groundwater 
[37]. The section factors of underground voids and mining 
method were also eliminated because during the study 
campaigns on the site, it was observed that the underground 
voids have small cross-section and the mining is not well 
developed.  

The slope was classified into 10 categories after eliminating 
certain elevations. Since the distance between fractures factor 
is relevant, then fractures were included.  
The lithology factor has been classified into 6 categories.  
Then, using the weight-of-evidence method, the spatial 
relationships between the location of the detected underground 
voids collapse and each of the underground voids collapse 
related factors, such as slope, faults, depth of voids, distance 
between voids, the depth of voids were analyzed (Table II). 
Spatial relationships were used as a rating for each factor in the 
overlay analysis. Subsequently, conditional independence tests 
were carried out for the selection of factors to be used in the 

mapping of spatial subsidence and collapse hazard [35].  
 

 
Fig. 4: Class map of the lithology factor of the Ichmoul mine site. 

 

 
Fig. 3: Class map of the landform slope factor of the Ichmoul mine site. 

 

Table. I 
CONSTRUCTION OF A GIS DATABASE INCLUDING FACTORS RELATED TO THE 

MINING SUBSIDENCE AND UNDERGROUND VOIDS COLLAPSE OF THE 

ABANDONED ICHMOUL MINE. 

Category Factors Scale 

Geology map Distance between fractures 
Lithology 

 
1/2000 

Topographic map Slope 1/2000 
Galleries maps Distance between underground voids 1/2000 

and 1/500 
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The factors were added to calculate a spatial risk index of 
subsidence and underground voids collapse hazard was mapped 
for 5 factors combinations such as a combination using all 

variables and 4 others different combinations (without depth of 
voids, without distance between fracture, without slope, 
without distance of underground voids). Then, 5 posterior 
probability maps were generated (Figs.8 and 9). Finally, the 
results of combining all the factors were validated using the 
receiver operating characteristic curve (ROC) with previous 
underground voids collapse cases [30, 35]. 

 
The WofE application in this study, the MI-SDM extension of 
MapInfo 8 professional software was used. The plugin has 
several tools to calculate the posterior probability map with a 
tool that calculates W+, W− and the posterior probability map, 

etc., in one step. The 5 factor maps were submitted to the large 
WofE tool of the MI-SDM, which resulted in a large table 
(Table II) containing W+, W−, C, S2 (W+), S2 (W−),S2 (C) and 

C/S (C) information of each the factor classes using “(1-6)”.It 
also resulted in a posterior probability map containing the 
probability information (in a range of 0 to 1) of the void 
collapse occurrence, cell by cell. Positive C values are observed 
in the five selected factors, steep slope category (30 -50), 
lithology (limestone, dolomite and shale), shallow depth (0–20 
m), distance between fractures (0-20,80-90m) and short 

distance between voids (0–20m).This indicates that these 
categories of factors influence the subsidence and underground 
voids collapse prediction at the former Ichmoul mine. 

 
Fig. 5: Class map of distance between underground voids factor of the Ichmoul mine site. 

 
 

 
Fig.6: Class map of the underground voids depth factor of the Ichmoul mine site. 

 
Fig. 7: Class map of the distance between fractures factor of the Ichmoul mine site. 
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A. Mapping of the subsidence and underground voids 
collapse risk of Ichmoul mine 

As mentioned in the previous section, the posterior probabilities 
should not be considered in absolute terms, but as a relative 
term of subsidence and underground voids collapse 
favorability, which can be represented by the relative map of 
this instead of using the true posterior probability values. MI-
SDM's WofE generates a continuous raster, which represents 
the void collapse probability on a continuous scale from 0 
(minimum) to 1 (maximum). In the present study, a minimum 
probability value of 0.0001 and a maximum of 0.4660 were 
observed (Fig. 8). 
In addition, 4 other combinations of factors were studied and 
the posterior probability maps were generated (Fig.9).Each map  
 
 
 
 

shows different probability values, indicating the effect of each  
factor on the prediction of the subsidence and underground 
voids collapse risk in the mine site. Indeed, combination 1 
(without depth of voids) and combination 2 (without distance 
between fractures), show low posterior probability values 
compared to the other combinations, which suggests that they 
are the main risk factors for subsidence and underground voids 
collapse in the Ichmoul mining site. 

B. Conditional independence test (CI) 

Conditional independence was tested before integrating 
predictor maps to map the spatial hazard of subsidence and 
underground voids collapse. All pairs of factors selected for 
prediction were tested, and a chi-square table X2 to test 
conditional independence is shown in Table III. 

Table. II 
 ANALYSIS OF WEIGHTS OF EVIDENCE BETWEEN MINING SUBSIDENCE AND UNDERGROUND VOIDS COLLAPSE AND RELATED FACTORS 

 

   Factor       Class 
Area 
(km2) 

point 
   W+ S(W+)        W- S(W-)  Contrast   S(C)   Stud (C)  

Landform 
slope (%) 

0-10 
10-20 
20-30 
30-40 
40-50 
50-60 
60-70 
70-80 
80-90 
missing 

35 
177 
452 
158 
27 
0 
0 
0 
0 
144 

0 
10 
132 
98 
10 
0 
0 
0 
0 
-75 

- 
-1.930 
-0.0001 
1.3760 
0.3548 
- 
- 
- 
- 
- 

- 
0.3256 
0.1034 
0.1639 
0.3985 
- 
- 
- 
- 
- 

- 
0.2816 
0.0001 
-0.3933 
-0.0124 
- 
- 
- 
- 
- 

- 
0.0803 
0.1094 
0.0917 
0.0766 
- 
- 
- 
- 
- 

- 
-2.2115 
-0 .0002 
1.7694 
0.3672 
- 
- 
- 
- 
- 

- 
0.3553 
0.1506 
0.1878 
0.4058 
- 
- 
- 
- 
- 

- 
-6.5955 
-0.0014 
9.4199 
0.9047 
- 
- 
- 
- 
- 

     
 
 
 
    lithology 

Marl 
Schist 
Limestone 
Dolomite 
Sandstone 
Quaternary 
Missing  

17 
58 
283 
279 
155 
48 
157 

0 
21 
138 
28 
0 
0 
0 

- 
0.6887 
1.2056 
-0.9382 
- 
- 
- 

- 
0.27332 
0.1189 
0.1992 
- 
- 
- 

- 
-0.0611 
-1.0895 
0.3201 
- 
- 
- 

- 
0.0874 
0.1495 
0.0936 
- 
- 
- 

- 
0.7497 
2.2951 
-1.2583 
- 
- 
- 

- 
0.2869 
0.1911 
0.2201 
- 
- 
- 

- 
2.6126 
12.0116 
-5.7160 
- 
- 
- 

        
Underground 
voids depth 
(m) 

0-10 
10-20 
20-30 
30-40 
40-50 
50-60 
60-70 
70-80 
80-90 
90-100 
100-110 
110-120 
120-130 
140-150 
150-160 

11 
13 
12 
12 
12 
8 
6 
8 
6 
5 
7 
2 
3 
1 
1 

6 
4 
1 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

23224 
13291 
-0.2578 
- 
-0.2578 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

0.6055 
0.6009 
1.0445 
- 
1.0445 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

-0.6429 
-0.3131 
0.0271 
- 
0.0271 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

0.4207 
0.3684 
0.3192 
- 
0.3192 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

2.9653 
1.6422 
-0.2849 
- 
-0.2849 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

0.7373 
0.7049 
1.0922 
- 
1.0922 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

4.0217 
2.3298 
-0.2609 
- 
-0.2609 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

 
 
 
 
  Distances 
  between 
underground 
   voids (m) 

0-10 
10-20 
20-30 
30-40 
40-50 
50-60 
60-70 
70-80 
80-90 
90-100 
missing 

75 
44 
38 
34 
33 
33 
31 
31 
34 
25 
1619 

12 
2 
0 
0 
0 
0 
0 
0 
0 
0 
-1 

1.6081 
0.2218 
- 
- 
- 
- 
- 
- 
- 
- 
- 

0.3150 
0.7237 
- 
- 
- 
- 
- 
- 
- 
- 
- 

-1.7576 
-0.0326 
- 
- 
- 
- 
- 
- 
- 
- 
- 

0.7094 
0.2940 
- 
- 
- 
- 
- 
- 
- 
- 
- 

3.3657 
0.2544 
- 
- 
- 
- 
- 
- 
- 
- 
- 

0.7762 
0.7812 
- 
- 
- 
- 
- 
- 
- 
- 
- 

4.3360 
0.3257 
- 
- 
- 
- 
- 
- 
- 
- 
- 

 
 
Distances 
Between 
Fractures (m) 

0-10 
10-20 
20-30 
30-40 
40-50 
50-60 
60-70 
70-80 
80-90 
90-100 
missing 

60 
60 
56 
56 
53 
49 
47 
47 
47 
41 
1480 

5 
3 
0 
0 
2 
1 
1 
1 
3 
0 
-3 

1.0521 
0.5055 
- 
- 
0.2113 
-0.4212 
-0.3787 
-0.3787 
0.7644 
 

0.4671 
0.5923 
- 
- 
0.7208 
1.0104 
1.0108 
1.0108 
0.5967 

-0.2591 
-0.0876 
- 
- 
-0.0268 
0.0355 
0.0312 
0.0312 
-0.1163 

0.3052 
0.2814 
- 
- 
0.2714 
0.2624 
0.2624 
0.2624 
0.2812 
 

1.3112 
0.5932 
- 
- 
0.2382 
-0.4568 
-0.4098 
-0.4098 
0.8807 

O.5580 
0.6558 
- 
- 
0.7702 
1.0439 
1.0443 
1.0443 
0.6597 

0.3501 
0.9045 
- 
- 
0.3092 
-0.4376 
-0.3924 
-0.3924 
1.3351 
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The theoretical X2 value of 6.63 to test conditional 
independence between all pairs of models for each factor was 
calculated to the significance of 95% and 1 degree of freedom. 
If the calculated X2 value is less than 4.84, the pair of prediction 
factors is independent. For example, using the possibility table 
to test the conditional independence between the slope factor 

and the lithology factor is presented in Table III. It can be seen 
that these two factors show conditional independence, because 
the calculated X2 is 0.44 and which is less than theoretical X2. 
This implies that these predictors could be used together to map 
the spatial hazard of subsurface void collapse at the Ichmoul 
mine site. 

 

 
 

 
 

Fig. 9: Class Posterior probability maps for factors combinations (a) without lithology (b) without distance between fractures(c) without landforms slope (d) without 
underground voids depth 

 

 
Fig. 8: Posterior probabilities map by combining the all factors. 
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The risk map of mining subsidence and underground voids 
collapse in the Ichmoul mine site was then produced, using all 
the factors, and the risk index is shown in Fig.10.   
The index was classified into 4 classes depending on the area 
for visual and easy interpretation: high, medium, low and very 
low. 

C. Validation  

The purpose of the validation is to verify the quality and 
accuracy of the approach applied for the prediction of 
subsidence and collapse around the old underground voids of 
the abandoned Ichmoul mine. For this purpose, the generated 
risk map was validated using the ROC AUC (Area Under the 
Curve) result. This curve was obtained by comparing the rate 
of false positives (1-specificity) and the rate of true positives 
(sensitivity) of the posterior probability map [26]. This curve 
(Fig.11) was also formed using the underground voids collapse 
case risk not used for the prediction. The area of this spared 
case was divided into 30 zones, each of which is approximately 
20m2 and the posterior probability value of each was taken.  
The value of the area under the curve is 92%, which shows the 
precision and perfection of the approach applied for the 
prediction of mining subsidence and underground voids 
collapse risk of the Ichmoul mine site. 

 

IV. CONCLUSION 

 Mapping the risk of subsidence and voids collapse generated 
by mining is a fundamental tool for the environmental 
management of former mining sites. This study demonstrates 
the influence of landforms slope, underground voids depth and 

their distances, distance between fractures, and lithology 
factors on mining subsidence and underground voids collapse 
and their potential distribution in the abandoned Ichmoul 
mining site. The Subsidence and underground voids collapse 
risk map produced by the WofE method has been classified into 
four classes: very low, low, medium and high. The map 
obtained was validated according to the ROC (AUC) test, the 
precision was 92%. The results of this study can be used to map 
the subsidence and underground voids collapse risk at other 
mine sites. In addition, the risk map of subsidence and 
underground voids collapse can be used as basic data for the 
establishment of a risk prevention plan in old mining sites. 
However, to generalize mine subsidence and underground 
voids collapse factors, more studies and prediction methods 
should be performed. 
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Table. III 
CHI-SQUARE VALUES CALCULATED TO TEST THE CONDITIONAL INDEPENDENCE 

BETWEEN THE FACTORS SELECTED FOR THE ICHMOUL MINE SITE (PROBABILITY 

OF TEST RELIABILITY OF 5%) 

 

 Underground 
voids depth 

Distances 
between  
fractures 

Distances 
between 
underground 
voids  

 
lithology 

Slope

Underground 
voids depth 

— 3.329 0 1.876 1.202 

 Distances 
between fractures 

 — 0 4.179 1.977 

 Distances 
between 
underground 
voids  

  — 0 0 

 lithology    — 0.446 

 Slope     — 

 

 
Fig. 10: The risk prediction map of underground voids collapse in the Ichmoul mine site. 

 
 

 
Fig. 11: The ROC (AUC) curve for validation of a prediction map of the 

underground voids collapse risk in the abandoned Ichmoul mine. 
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Numerical investigation on mechanical properties 
of a nanobiocomposite based on date palm fiber 

and nanoclays with interphase problem 

 Khaled Meliani, and Said Rechak 

Abstract−The use of biocomposites has been a major concern in recent decades with the emergence of composites as 
materials that can replace conventional ones. To improve the mechanical properties of these materials, special attention 
is devoted to nano-reinforcements. Among these nano-reinforcements, NanoClays (NC) are attracting the attention of 
many researchers. This nanoparticle, in addition to being biobased, has good mechanical properties and its nanometric 
dimension allows it to be an interesting reinforcement for the composite because of the NC/Matrix surface contact that it 
develops. In this study, a 4-phase material (Matrix, NC, Palm fiber and interphase) will be studied and the effect of several 
parameters (Aspect Ratio (AR), distance between NC and loading point, interface thickness and interfacial conditions) 
will be assessed and discussed. To do this, a 3D FEM model is developed and a mesh convergence study is pre-established. 

Keywords− nanobiocomposite, nanoclays, nanoparticle, nano-reinforcement, 4-phase material. 

NOMENCLATURE 

I. INTRODUCTION 

The economic and environmental concerns associated with 
government initiatives have encouraged the search for more 
environmentally friendly alternatives to petroleum-derived 
composites.  

 

Fig. 1: Classification of biocomposites [1] 

Much of this research has focused on the development of 
biocomposites and other renewable natural materials. 
Biocomposites can be broadly defined as a composite material 
that uses one or more environmentally friendly materials such 
as natural fiber reinforcements or biopolymers. (Fig. 1). 

 Recently, a large window of opportunity has opened up to 
overcome the limitations of traditional polymer composites at 
the micrometer scale by charged polymer composites at the 
nanoscale - in which the charge is <100 nm in at least one 
dimension Fig. 2. Researchers have even studied a nano-bio-
composite based on a natural fiber (date palm fiber) and carbon 
nanotubes ‘’CNT’’ [2].  

 

 

Fig. 2: Schematic of nano-scale filler [1] 

 

Although some nanofilled composites (polymers charged with 
carbon black [3] and fumed silica [4, 5]) have been in use for 
more than a century, research and development of polymers has 
increased considerably in recent years, for several reasons.  
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First, unprecedented combinations of properties have been 
observed in some polymer nanocomposites [6]. For example, 
the inclusion of equi-centered nanoparticles in thermoplastics, 
and in particular in semi-crystalline thermoplastics, increases 
the yield strength, tensile strength and Young's modulus [7] 
compared to pure polymer . A volume fraction of only 0.04 
mica-type silicates (MTS) in the epoxy increases the modulus 
under the glass transition temperature by 58% and the modulus 
in the rubbery region by 450% [8]. In addition [9], the 
permeability of water in poly (e-caprolactone) decreases with 
the addition of 4.8% silicate. Yano et al. [10] showed a 50% 
decrease in the permeability of polyimides at a load of 2% 
MTS. 

 The “discovery” of carbon nanotubes in the early 
1990s  [11] is a second reason for the sharp increase in research 
and development efforts. Although closer examination has 
shown that nanotubes have been observed since the 1960s [12], 
it was not until the mid-1990s that they were manufactured in 
the quantities required for the evaluation of composite’s 
properties. The properties of these carbon nanotubes, in 
particular resistance and electrical properties, are very different 
from those of graphite and offer interesting possibilities for new 
composite materials. 

Third, a significant development in the chemical treatment of 
nanoparticles and in the in situ treatment of nanocomposites has 
led to unprecedented control of the morphology of these 
composites. It also created an almost unlimited ability to control 
the interface between the matrix and the filler. 

Nanoclays are the good example of natural nanomaterials and 
are generally used for a clay mineral having a phyllosilicate or 
foil structure with a thickness of about 1 nm and areas of about 
50 to 150 nm in one dimension [13, 14]. Nanoclays are 
therefore the general term for the layered mineral silicate 
nanoparticles having a high aspect ratio. Depending on the 
morphology of the nanoparticles and the chemical composition 
of the nanoclays are organized into various classes such as illite, 
halloysite, bentonite, kaolinite, montmorillonite, hectorite and 
chlorite [14]. Researchers explored that nanoclays can be 
obtained from raw clay minerals in fewer steps [15], instead of 
several general nanoparticle synthesis techniques [15]. 

The layered structure allows the material to swell or shrink 
depending on its tendency to absorb water. In addition, the 
purity and cation exchange capacity of nanoclay is one of the 
critical properties, as it provides the surface activity required 
for inclusion of modifiers and for surface treatments [16]. 

Nanoclays products are typically modified with ammonium 
salts and are often referred to as “organically modified 
nanoclays or organoclays” [17]. 

Organoclays are one of the attractive and promising inorganic 
organic hybrids of nanomaterials typically used for the 
modification of polymers and polymer-based composites. The 
modification of clay surfaces makes them organophilic to make 
them compatible with the hydrophobic properties of organic 
polymers [18]. 

The researchers stated that the structure of nanoclays or its 
dispersion in resins are of different types and can be 
characterized as separate, intercalated or exfoliated phases 
shown in Fig. 3 [19]. 

 

  Fig. 3: Dispersion mechanism of nanoclay in resin. 

In order to predict effective elastic properties, analytical 
methods (such as Mori and Tanaka, Halpin and Tsai, self-
consistent techniques) and numerical (homogenization 
technique based on representative volume element and finite 
element method) are often preferred to experimental 
approaches. During the last decade, several works have used 
various techniques to model nano-clay / polymer composites. 
Fornes and Paul [20] obtained the properties of the nylon - clay 
composite using the theory of composites. Luo and Daniel [21] 
characterize the mechanical behavior of the polymer / clay 
nanocomposite using the Mori-Tanaka Method for a three-
phase material. Odegard et al. [22] have also obtained the 
mechanical properties of nanoparticle polymer composites 
using a continuum-based micromechanics model. Hbaieb et al. 
[23] obtained the stiffness of the polymer / clay nanocomposite, 
they show prove that the Mori-Tanaka method is more accurate 
for aligned particles volume fractions less than 5%. More 
recently, Wang et al. [24] presented the prediction and 
improvement of the tensile and breaking strength of epoxy / 
nanocomposite clay using a double interpenetrating network. 
Wang et al. [25] used a 3-D finite element model to obtain the 
elastic properties of a nano-reinforced polymer composite. Chia 
et al. [26] presented a 3-D finite element method to understand 
the effect of nanoparticles on the mechanical properties of 
epoxy clay nanocomposite using representative volume 
element (RVE). Zhu and Narh [27] used a numerical simulation 
to obtain the tensile modulus of a nano clay / polymer 
composite. Dong and Bhattacharyya [28] proposed a 
representative volume element (RVE) to find the mechanical 
behavior of a polymer / clay composite. 

In the present study, a 3D FEM model is developed for the 
analysis of the bionanocomposite.  The ‘nanocomposite’ is 
modeled with 3 and 4 phases (Matrix, palm fiber, NC and 
interphase) material.  A first study on the convergence of the 
mesh as a function of the number of elements will be 
established. Then the effects of  Aspect Ration ‘’AR’’, distance 
between NC itself, distance between NC and loading point, 
thickness of the interface, and the interfacial conditions will be 
evaluated and discussed. 

II. CONTINUUM MODELING APPROACH  

To predict the mechanical behavior of polymer 
nanocomposites, many modeling techniques are proposed, 
these modeling methods span a wide range of length and time 
scales. Computational chemistry are used for small length and 
time scales. However, computational mechanics is used to 
predict mechanical behavior of materials for largest length and 
time scales [29].  
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Continuum models are used for the analysis of a bio composite 
reinforced with date palm fiber and Nano Clay. The continuum 
based methods include, for computational micromechanics, the 
Finite Element Method (FEM) and the Boundary Element 
Method (BEM), and for analytical micromechanics it includes 
the Eshelby, Halpin-Tsai and Rule of mixtures approaches. 

  To extract the effective material properties of 
nanocomposites, both the analytical and computational 
approaches are used. It should be noticed that both methods 
assume the existence of continuum for all calculations. 
 
Recent studies use continuous mechanical approaches for the 
modeling of nanocomposites and this because modeling at the 
molecular scale is limited to small time and dimensional scales 
which limit their uses, especially for engineering applications. 
Regarding continuous mechanics approaches, the 
reinforcements are considered homogeneous and isotropic. 

2.1. Analytical formulation 

The overall properties of nanocomposites can be evaluated by 
a volume average stress and strain fields of the individual 
constituents. 

The rule of mixtures is one of the simplest analytical 
approaches to predict the elastic properties of the 
nanocomposites. For a four phase composite material the 
mathematical expression for composite modulus can be written 
as : 
𝐸 = 1 − 𝑉 − 𝑉 − 𝑉 𝐸 + 𝑉 ∙ 𝐸 + 𝑉 ∙ 𝐸

+ 𝑉 ∙ 𝐸  

(1) 

Where E, Em, Ef, Ei and ENC are the young moduli of the 
nanocomposite, the matrix, the fiber, the interphase and the NC 
respectively and Vf, Vi and VNC are the volume fractions of the 
fiber, the interphase and the NC respectively. The volume 
fractions of fiber, NC and interphase can be calculated, for a 
square RVE or "representative volume element", as: 

𝑉 =
𝜋𝑟

𝑎
 (2) 

𝑉 =
𝑁 𝑊 𝑇ℎ 𝐿

𝐿𝑎
 (3) 

𝑉 = 𝑉 −
𝑁 .𝑊 . 𝑇ℎ . 𝐿

𝐿. 𝑎
 (4) 

Where NNC, LNC, WNC and ThNC are respectively the number, 
length, width and thickness of NC and rf, Wi, L and a are 
respectively the radius of fiber, the width of the interphase, the 
length of the RVE . 

The modulus of the interphase differs from that of the matrix 
and the NCs. It has an intermediate value between Em and ENC 
and varies punctually, the equation which gives its punctual 
value was found by establishing a mathematical model with the 
following conditions: 
Ei = Em on the Matrix/Interphase contact surface 

Ei = ENC on the Interphase/NC contact surface  

One of the methods proposed and gives good agreement with 
the experimental results [30, 31, 32] for the calculation of the 
modulus of elasticity of the interphase is given as follows: 

𝐸 (𝑟) = 𝐸 ×
𝑟

𝑟
+

𝑟 − 𝑟

𝑟 − 𝑟

/

× 𝐸 − 𝐸 ×
𝑟

𝑟
 

 (5) 

Where, r = W / 2 is a radial coordinate in the interphase region, 
n is the interfacial enhancement factor, it depends on the 
properties of the matrix, NCs and on the interfacial conditions 
(treatment, additives, etc.). 

From eq. 5, we can find the average modulus of elasticity of the 
interphase as follows: 

𝐸 =
1

𝑟 − 𝑟
× 𝐸 (𝑟)𝑑𝑟 

(6) 

The properties of matrix (Epoxy matrix with 10% of alumina) and 
fiber are listed in Table1, and those of NC are listed in table 2. 

TABLE. I 
Fiber and matrix material properties 

 E (GPa) ν 

Matrix 

Palm date fiber [33] 

6 

5 

0.3 

0.3 

TABLE. II 
NanoClay properties [34] 

Density (Kg/m3) 

E3 (Gpa) 

1800 

178 

υ13 0,25 

G31 (Gpa) 70,4 

E1=E2 (Gpa) 55 

υ12 0,25 

2.2. Numerical formulation 

Finite Element Method ‘FEM’ can be used for numerical 
computation. It also has been used for the prediction of 
mechanical properties of nanostructured composites. 

 FEM involves discretization of a RVE for which the elastic 
solutions lead to determination of stress field. Fig. 4 shows the 
three possible RVEs for the analysis of NC-based 
nanocomposites. Cylindrical RVEs are easy to use but they can 
lead to errors due to ignoring materials not covered by the 
cylindrical cells. For the present study the square RVE is 
adopted in both the analytical and numerical computations.  

 
 
 
 

 

 
 
 
 
 

 
 
 

 
 
 
 

 

   
(a) (b) (c) 

Fig. 4: Three possible RVEs for the analysis of NC-based 
nanocomposites, (a) Cylindrical RVE; (b) square RVE; and (c) 
hexagonal RVE. 
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As represented in Fig. 4 the palm date fiber is kept in the central 
part of the representative element while the matrix is reinforced 
with the nanoclay surrounded by an interphase.  

The nanocomposite analysis is conducted using the Ansys 
software that is one of the few codes that have special capacities 
to analyze nanocomposite materials. The first step is to define 
the geometry then the material properties given in Tables 1 and 
2. The diameter of the Palm date fiber is 300 nm and has a 
length of 500 nm. The matrix has width equal to 400 nm and a 
depth equal to 500 nm.  

The physical properties of nanoclay are: 
- Width : varies from  102 to 353nm 
- Thickness : varies from  0.59 to 2.04 nm 
- Length = 480 nm 

The physical properties of interphase are: 
- Width : varies from 105 to 356 nm 
- Thickness =1.5 nm 
- Length = 483 nm 

The volume fraction of NC is set to be 1% for all calculations.  

The mesh is established using the brick elements with 
refinement for the NC and the parts of the matrix that surround 
them Fig. 5. The choice of a brick element is motivated by: on 
one side brick element is more suitable in a finite element 
analysis leading to better accuracy,  on the other hand the 8 
nodes 24 degrees of freedom brick elements leads us to a 
significant reduction in the number of elements. 

  

Fig. 5: Meshing of the square RVE containing four NC using 
brick elements with a zoom on the refined parts. 

Depending on nanoclay’s thickness, the number of elements 
varies from 2E+05 to 4E+05 corresponding respectively to 
7E+05 to 14.6E+05 nodes. The calculation time varies from 
500 s to up to 3000 s.  

To extract the equivalent material constants, a homogenized 
elasticity model is considered. Solutions can be obtained under 
axial stretch Fig. 6. The material considered in this study is 
transversely isotropic and have five independent material 
constants. The effective material constants are Young’s moduli 
Ex and EZ, Poisson’s ratios νxy and νzx and shear modulus Gzx. 
It is to be noticed that the computations were made on the whole 
of the RVE.  

 

Fig. 6: Square RVE under axial stretch  ∆L  

The strain-stress relation relating the normal stresses (σx, σy, σz) 
and strains (εx,εy,εz) for a transversally isotropic material can be 
written as: 
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2.2.1 Square RVE under axial stretch 

The square RVE is embedded on one side and subjected to a 
displacement ∆L on the other side along the Z axis (Fig. 6). 

The stresses and strains are given by: σx=σy=0, εz=∆L/L, 

 εx=2∆a/a  along x=±a/2  

and εy=2∆a/a  along y=±a/2 

The young’s modulus Ez is then given by : 

𝐸 =
𝜎

𝜀
=

𝐿

∆
𝜎  (8) 

where the average value of stress σz is given by: 

𝝈𝒂𝒗𝒆 =
𝟏

𝑨
∫ 𝝈𝒛𝑨

𝒙, 𝒚,
𝑳

𝟐
𝒅𝒙𝒅𝒚    

where A is the area of the end surface and σ_ave is calculated 
from the numerical results. 

III.   RESULTS AND DISCUSSIONS 

3.1- Convergence of the mesh 

The mesh of the nanocomposite is an important step in the 
digital resolution process. Indeed, for a multiscale material, it 
is necessary to find an optimal mesh to both have precise results 
but also to reduce the calculation time. To do this, for each 
model, a mesh convergence study is necessary in order to obtain 
the number of elements that allows having an optimal solution. 
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Fig. 7 shows that for the nanocomposite based on clay 
nanoparticles and palm fibers, the modulus of elasticity 
stabilizes for a number of elements greater than 2E+05.  

 

Fig. 7: Meshing convergence with RVE element’s number 

3.2- Validation of the 3D FEM Model and Effect of the aspect 
ratio 

The results obtained from the 3D MEF model containing NCs 
are compared to the "ROM" mixture rule which is one of 
several theoretical models for computing elastic modulus of 
multi-phase materials. Numerical results are obtained by 
solving the 3D FEM system using the "ANSYS" simulation 
software and the equation (8). The analytical results are 
obtained by the Rule of mixtures ROM Eq. (1). 

We see from the results presented in Figure 8 that the 3D FEM 
model predicts the modulus of elasticity in a similar way to that 
obtained by ROM with a difference not exceeding 12% for AR 
= 50. This difference decreases for aspect ratio values greater 
than 50. 

Fig. 8 depicts the effect of AR on the modulus of the composite. 
The modulus of elasticity can be seen to increase with 
increasing AR. This is explained by the increase in the Matrix / 
Nano-reinforcement contact surface (Fig. 9), because the 
increase in the contact surface generates an increase in the 
matrix / Nano-reinforcement charge transfer as can be seen 
from the distribution of constraint in Fig. 10. 

  

 

 

Fig. 8: Evolution of Ez with AR  

 

 

Fig. 9: Evolution of NC’s surface with AR 
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(d) 

Fig. 10: Stress plot (MPa) for the surface  Z=500 nm (a) AR=50 
without interphase, (b) AR=600 without interphase, (c) AR=50 
with interphase, (d) AR=600 with interphase 

3.3 effect of ti and n on Ei 

Fig. 11 depicts the effect of ti and n on the elastic modulus of 
the interphase. It can be seen that for perfect interfacial 
conditions characterized by n = 2, the interphase modulus 
decreases with increasing ti (Fig. 11(a)). For imperfect 
interfacial conditions characterized by n> 2, the modulus of 
elasticity of the interphase increases with increasing ti (Fig. 
11(c), Fig. 11(d)). 

   

(a) 

 

(b 

   

(c) 

 

(d) 

Fig. 11: Variation of the elastic modulus of the interphase with 
n and ti (a) n=2, (b) n=10, (c) n=20, (d) n=40. 

3.4 Effect of the distance between NC “d” 

Fig. 12 shows the effect of the distance between nano clay 
particles on the modulus of elasticity of the composite. It can 
be seen that the greater this inter-particle distance, the greater 
the modulus of the composite. For d = 0nm there is an 
agglomeration of the nanoparticles and the contact surface 
decreases considerably and therefore the charge transfer 
decreases which leads to a low modulus of elasticity. For a large 
enough d we have totally exfoliated nanoparticles and give a 
maximum matrix / nano-reinforcement charge transfer which 
can be visualized on the stress distribution Fig. 13.  

Fig. 12: Evolution of Ez with d 
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(a) 

 

(b) 

Fig. 13: Stress plot (MPa) for the surface  z=500 nm (a) d=0 
nm, (b) d= 13 nm. 

3.5 Effect of the distance from charging point “D” 

Fig. 14 depicts the effect of the distance D between the applied 
load and the nanosheets on the elastic modulus of the 
composite. We see a decrease in modulus with increasing 
distance D. This is explained by the existence of losses with 
respect to the matrix / nano-reinforcement load transfer that can 
be visualized on the stress distribution in Fig. 15.  

 

 

Fig. 14: Evolution of elastic modulus with D 

 

(a) 

 

(b) 

Fig. 15: Stress plot for the surface z=500 nm (a) D=15 nm, (b) 
D= 150 nm. 

  

IV. CONCLUSION 

In this work, a three and four phase materials were considered 
and a 3 D FEM model was developed to extract the 
nanocomposite’s elastic properties. Firstly, a study on meshing 
convergence was conducted. It was found that the mesh 
converged from a number of element greater than 2E+05. 
Various processing parameters were set (including the Aspect 
Ration ‘’AR’’, distance between NC, distance from charging 
point, interphase thickness and interfacial characteristics 
represented by the intra gallery enhancement factor ‘’n’’) and 
there effects on composite’s modulus Ec was evaluated and 
discussed. It was found that an increase in AR leads to an 
increase in the elastic modulus Ec. In addition, Ec was found 
greater when the interphase is considered. From various 
parameters studied, one can conclude that fully exfoliated NC 
and good interfacial carachteristics allow the improvement of 
mechanical properties of the nanocomposite.  
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Near Real-Time Low Frequency Load
Disaggregation

Selim Sahrane, Mourad Haddadi

Abstract—Device-level power consumption information can lead to considerable energy savings. Smart meters are being
adopted in several countries, but they are only capable of measuring the total power consumption. NonIntrusive Load
Monitoring (NILM) aims to infer the power consumption of individual electrical loads by analyzing the aggregate power
signal taken from a single-point measurement. Most existing NILM solutions are offline methods that do not allow the
end-user to get real-time feedback on his energy consumption. In this paper, we present a near real-time NILM solution
based on multi-label classification and multi-output regression. We use the multi-label classifier to predict the state of
each load and use the multi-output regressor to estimate the disaggregated active power consumptions. We test our
method using a publically available dataset of real power measurements. Performance results show that the proposed
near real-time method can accurately estimate the energy consumption of the targeted loads with an average relative
energy error of 1.55%

Keywords—NILM, Load Disaggregation, Multi-label Classification, Multi-output Regression, Energy Estimation,
Smart Meters.

I. INTRODUCTION

The worldwide increase in energy demand and climate change
has resulted in new technologies which aim to reduce the use of
fossil fuels as well as reducing the overall energy consumption.
If actions are not undertaken, the CO2 emissions will double
by 2050 [1]. Residential buildings consume up to 40% of
total energy [1]. Studies show that consumers don’t know
the necessary actions which will reduce their energy bill [2].
Furthermore, 55.2% of people do prefer reducing the usage of
inefficient appliances while only 11.7% prefer replacing their
old appliances. This highlights the importance of providing
relevant feedback information to the consumer on his energy
consumption. The most common type of feedback is provided
through energy bills (e.g., KWatt/hour) [2] which does not
provide detailed information to the user. The effect of energy
feedback on household consumption is covered in detail in [3].
Furthermore, providing appliance-level consumption infor-
mation can result in more than 12% of energy savings [4] [5] [6].

Non-intrusive load monitoring (NILM) also called load or en-
ergy disaggregation aims to infer the energy consumption of
single appliances from the aggregate energy use measured at the
power source interface [7]. One instrumented point is sufficient
to get the energy consumption of each appliance. Intrusive load
monitoring (ILM) on the other hand uses one measuring system
for each appliance which has the advantage to be more accurate
but is more expensive and difficult to deploy at a large scale.
This is why NILM is preferred when it comes to load disaggre-
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gation [8]. Each type of appliance or electrical load is different
in the way it consumes electricity due to its internal circuitry
and therefore has what is called “an appliance signature” [7].
A NILM system will typically rely on machine learning and
signal processing techniques in order to extract features from
each appliance’s signature and to disaggregate the total energy
signal by identifying different signatures. Most of the existing
disaggregation approaches are offline methods [9], meaning that
they use the entire dataset or day measurements before inferring
the consumption of each appliance. This translates into a very
low frequency of feedback that does not allow the consumer to
take actions in real or near-real time. Real-time or near real-time
disaggregation information is needed for the consumer in order
to reduce his consumption for more than 9.2% [4] [5]. Zeif-
man [10] proposed six requirements for a load disaggregation
system to be practical with the existing smart meter technology:

1. A sampling rate of 1 Hz: most smart meters use a 1 Hz
sampling rate. The sampling frequency affects the feature
extraction process and hence the NILM should be designed
to work with 1 Hz data.

2. Accuracy: for an acceptable user experience the system
should have a minimum accuracy of 80-90%.

3. Easy configuration: minimum training or no training (i.e.,
unsupervised) and capability to adapt to new appliances
and discard old ones.

4. Near real-time feedback: the system is able to give feed-
back on the energy use of each appliance in a minimum
time interval.

5. Robustness: the ability to detect a large number of appli-
ances (e.g., more than 20 devices).

6. Multi-type appliance recognition: some types of appli-
ances are trickier to detect than others, light dimmers
which do not have a finite sate of consumption are more

2716-912X c© 2021 Ecole Nationale Polytechnique
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difficult to identify than multi-sate appliances like dish-
washers. A practical NILM should be able to detect all
types of appliances.

These requirements are extensively used among the NILM com-
munity and are used as a reference to evaluate load disaggrega-
tion methods and there is still no complete solution that satisfies
all the six requirements. The fourth requirement (i.e., near real-
time capability) is not largely addressed in the NILM literature
and this is what motivated us to work on this issue.

In [11] an unsupervised near real-time solution is proposed. This
solution is based on the use of low-frequency features (i.e., reac-
tive and active power) as well as high-frequency features (i.e.,
transients). A clustering algorithm and a manual labeling proce-
dure are used to construct an appliance signature database. The
advantage of this solution is that it is unsupervised. However,
some features like transients cannot be obtained with existing
smart meters. In [12] a practical implementation of a spectral
decomposition-based real-time NILM solution is proposed. The
authors use active power and voltage measurements obtained
at a frequency of 1 Hz. This method shows good results but
has a high implementation cost due to the complexity of the
used method. In [13], the author describes a NILM system able
to perform disaggregation on a low-cost embedded processor
in real-time using low-frequency sampling data. The method
uses a super-state hidden Markov model and a Viterbi algorithm
variant which preserves dependencies between loads. This ap-
proach is not scalable to a large number of appliances. In [14], a
particle-based distribution truncation method is proposed. This
solution uses 1 Hz measurements and has the ability to run in
real-time. This approach presents good performance but has a
high implementation cost. In fact, the authors implemented their
solution on an Intel Core i7-2600 with 8GB of random access
memory. In [15], a method based on particle filtering is pro-
posed. This method uses 1 Hz measurements and is capable of
running in real-time. For the implementation, it is reported that
the algorithm can work in real-world applications on low-cost
hardware such as a Raspberry Pi. In this work, we explore if
the power consumptions of a given household’s electrical loads
can be accurately estimated in near real-time. Meaning that our
NILM method should predict the current disaggregated power
of each load for each aggregate power sample input.

The remaining of this paper is organized as follows: in section
II., we formulate the load disaggregation problem, in section III.,
the proposed method is described in detail. In section IV., results
are presented and a discussion is made. Finally, a conclusion is
given in section V..

II. PROBLEM FORMULATION

The aim of NILM is to separate each load’s signal Sj(t) from the
aggregate signal Sagg(t) to then find the energy consumption of
each load. The aggregate signal Sagg(t) is expressed as:

Sagg(t) =

M∑
j=1

Sj(t) + e(t) (1)

With M representing the number of loads and e(t) a error term
that accounts for unwanted noise. Fig. 1 shows how each ap-

pliance’s Signal Sj(t) contributes to form the aggregate signal
Sagg(t).
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Fig. 1: Top figure shows the aggregate power signal and down
figure shows the ground truth of each load.

III. PROPOSED METHOD

Our disaggregation method combines a multi-label classification
algorithm with a multi-output regression algorithm as shown in
Fig. 2. The classification step serves to predict the state of each
load (ON/OFF), and the regression method returns the power
consumption of each load in a near real-time fashion. More
specifically, for each single aggregate power measurement, our
method predicts the corresponding disaggregated power values
for each load.

A. Multi-label Classification

We choose a multi-label classification approach because it is
more appropriate for the load disaggregation problem. In gen-
eral, multiple loads can be operating concurrently in a household,
which makes their identification challenging. In a classification
context, each load is represented by a unique class/label. A
multi-label classification approach allows the association of
multiple labels to one data instance thus, permitting to account
for cases where more than one load is operating. Formally, given
a set of labels Y , each data instance x is associated with a subset
l ⊂ L, with L the power set of Y . Two types of multi-label
classification methods exist, namely, problem transformation
methods and algorithm adaptation methods [16]. Problem trans-
formation methods transform the multi-label classification prob-
lem into multiple binary classification problems. Algorithm
adaptations modify an existing multi-class algorithm to support
multi-label classification. In this work, we use a random forest
classifier algorithm implementation adapted to support multi-
label classification. The random forest algorithm [17] is an
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Fig. 2: Block diagram of the proposed method.

ensemble method that grows multiple decision trees on various
sub-samples of the dataset and then averages the predictions to
improve the predictive accuracy and control over-fitting. We
use the multi-label classification to map each aggregate power
sample x1i ∈ X1 to a label subset l, with X1 representing a
vector of N active power measurements. The ground truth label
subset corresponding to each x1i is found in the labels matrix
Y1 = [y1i, ..., y1N ]T with y1i an M-binary vector containing the
ON/OFF state of the M loads. Ŷ1 represents the predicted states
of the M loads given X1 as input to the classifier, as shown in
Fig. 2.

B. Multi-output Regression

The goal of multi-output regression is to predict more than two
numerical values given an input instance. As for multi-label
classification, we find problem transformation methods and algo-
rithm adaptation methods for solving the multi-output problem.
An in-depth review of multi-output regression approaches is
found in [18]. In this work, we use a problem transformation
approach that consists of performing a separate regression for
each target. Treating each target load independently is possible
because the power consumptions of each load are mutually in-
dependent. The feature matrix X2 is built using the predictions
Ŷ1 and the aggregate power values X1 as shown in Fig. 2. The
ground truth power trace of each load Pj = [p1, ..., pN ]T is
contained in the matrix Y2 = [P1, ..., PM ]. To find the coef-
ficients of our model, we use Ridge regression [19]. Unlike
linear regression, which estimates the model’s coefficients by
minimizing the residual sum of squares between the observed
targets in the data and the targets predicted by linear approxima-
tion, Ridge regression minimizes a penalized residual sum of
squares. We choose to use Ridge regression because, as men-
tioned in [19], when using multiple independent variables, and
if these variables are not perfectly uncorrelated, the residual sum
of squares method has a high probability of giving unsatisfac-
tory results. In our case, the aggregate power samples X1 and
the predicted states of each load Ŷ1 are more or less correlated

depending on the average consumption of each load. Because
switching a load ON/OFF translates into a high/low state which
increases/decreases the aggregate power.

C. Data

We used The REDD dataset [20]. This dataset is largely used by
NILM researchers, it contains sensor measurements collected
from 10 households. Also, it provides low frequency aggregate
measurements as well as ground truth measurements. We consid-
ered Household 1 which contains active power of ground truth
and aggregate data measured over a period of 8 days. We used
80% of the signal for training and 20% for testing. To compare
our results with [15], we targeted the same appliances which
are, fridge, oven, washing dryer, dishwasher, kitchen outlet, and
microwave.

IV. RESULTS AND DISCUSSION

The field of NILM lacks standard (or commonly adopted) met-
rics for the evaluation of the algorithms, making fair comparison
difficult [8]. To evaluate the results of our approach, we use the
F1-score (3) and the relative energy error (8). To compare our re-
sults with [15], we use the accuracy Acc (2) and the normalized
mean square error NRMSE (6).

Acc =
TP + TN

TP + FN + TN + FP
(2)

F1-score =
2× Pr ×R

Pr +R
(3)

Pr =
TP

TP + FP
(4)

R =
TP

TP + FN
(5)

The true positive parameter TP represents the number of sam-
ples that have been correctly classified or, more precisely, the
power quantity correctly assigned to that device. The false-
positive parameter FP represents the number of samples that
have been incorrectly classified or, more precisely, the power
quantity incorrectly assigned to that device. The false-negative
parameter FN represents the number of samples that should
be but have not been classified or, more precisely, the power
quantity that should have been assigned to that device but has
been assigned to another or has not been assigned at all. The pre-
cision parameter (Pr) measures the portion of power samples
that have been correctly classified among the power samples
assigned to a given device. The recall parameter (R) measures
what power portion of a given device is correctly classified in
general, also considering the samples that would belong to that
device but have been wrongly assigned to another or not as-
signed at all. Therefore, the accuracy Acc measures how well
each appliance is detected and the F1-score combines the results
obtained through the precision and recall analysis.

NRMSE =
RMSE

X1

(6)
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Table. I
PERFORMANCE RESULTS FOR EACH LOAD.

Load F1-score (%) Energy error (%)
Fridge 96.95 3.93
Oven 84.71 0.17
Dishwasher 77.38 3.24
Kitchen Outlet 85.62 0.39
Washing Dryer 78.34 1.26
Microwave 89.87 0.33

Table. II
OVERALL PERFORMANCE RESULTS OF THE PROPOSED NILM

METHOD.

Macro-F1 (%) Micro-F1 (%) Average Error (%)
85.48 91.88 1.55

RMSE =

√√√√√ N∑
i=1

(x̂1i − x1i)2

N
(7)

Energy-Errorj =
| Êj − Ej |

Ej
(8)

With Êj , the estimated energy consumption for the jth load and
Ej is the actual energy consumed by the load.

Table. I shows the evaluation results of our method. We ob-
tain the best classification performance for the fridge with an
F1-score = 96.95%. This is because the refrigerator has a less
complexe load signature in comparison to other loads. Also,
the refrigerator has the highest number of working cycles, thus,
allowing the classifier to learn to detect it in different loads
combinations scenarios. The worst classification performance
is obtained for the dishwasher with an F1-score = 77.38%. We
found that the "wash and drain" cycle of the dishwasher con-
sumes almost the same power as the refrigerator and, because
we only use the power as a feature, the classifier can’t discrimi-
nate between them. In this case, the classifier will often predict
the refrigerator as it is the most populated class compared to
the dishwasher. The proposed near real-time method can detect
loads that work simultaneously as shown in Fig. 3. We found in
our data thirty-nine different load combinations and up to four
loads working simultaneously.

Table. III
PERFORMANCE COMPARISON BETWEEN OUR METHOD AND

THE PALDI METHOD [15].

Load Accuracy (%)
Our method PALDi

Fridge 98.4 78.86
Oven 99.91 99.09
Dishwasher 98.57 77.12
Kitchen Outlet 96.72 98.32
Washing Dryer 99.63 99.53
Microwave 99.76 88.33
Total 98.83 90.21
NRMSE 0.65 2.96
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Fig. 3: Figure showing the disaggregation result obtained using
our method. The power signals of the fridge, kitchen outlet, and
microwave are disaggregated from the aggregate power signal.
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Fig. 4: Comparison between the estimated energy by our method
for each load, and the corresponding actual energy consumption.

Concerning the energy estimation performance, we found that,
in our case, good classification performance doesn’t always re-
sult in good power/energy estimation performance. For instance,
the refrigerator which is the most accurately classified load has
the highest energy estimation error as shown in Table. I. High
power spikes which occur when the refrigerator’s compressor
starts working can attain up to ten times its average power con-
sumption. These values are difficult to predict because they
don’t have consistent measurement values in the dataset due to
the low temporal resolution of the data. Fig. 4 shows a bar plot
of the estimated energy and the actual consumed energy. Table.
II gives the overall performance of the proposed method. Table
III shows the comparison of the results of our method with the
PALDi method [15]. We observe that the accuracy is higher for
all loads except for the kitchen outlet. We also obtained a lower
energy estimation error as measured with the NRMSE.

V. CONCLUSION

In this paper, we presented a near real-time load disaggregation
method based on multi-label classification and multi-output re-
gression. We used a multi-label classifier to predict the ON/OFF
state of each load from the aggregate active power signal and
a multi-output regression to estimate the power consumption
of each load. The obtained results showed that our method dis-
aggregates loads’ energy consumption with low relative energy
error. Using only the active power as a feature doesn’t allow
to differentiate between loads that consume the same power.
A compromise exists between NILM feedback frequency and
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disaggregation performance. Increasing NILM feedback fre-
quency translates into decreasing the amount of available data
for NILM prediction, thus, reducing the discriminative capabil-
ity of extracted features. Also, using high-frequency data may
be more adapted for the near real-time NILM problem but at the
expense of higher implementation costs.In the future, we will
work on the hardware implementation of our method and test it
on several households.
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Investigation of Diethyl Hexyl Phthalate 
Migration from Poly(Vinyl Chloride) Serum Bags 

Dalila Ikermoud, Naima Belhaneche-Bensemra, and Hicham Benaissa 

Abstract−Plasticizers are used to make Poly (Vinyl Chloride) (PVC) flexible so it can be used in different areas such as 
intravenous solution containers. Plasticizers can migrate from PVC over time because of contact with these solutions; 
this phenomenon creates gaps in the polymer structure and causes the migration of other additives. This paper discusses 
the specific migration of di-2-ethyl hexyl phthalate (DEHP) from plasticized poly (vinyl chloride) (PVC) into 5% glucose 
solution, although studying the possibility of migration of other components. For this purpose, the bags were stored in 
real conditions  by respecting temperatures (20 ± 2°C) and time of conservation (18 months). Samples were taken off 
every 3 months to be analyzed. The Fourier transform infrared spectroscopy was used to investigate the migration 
phenomena, the atomic absorption spectrometry was used to follow the migration's evolution of metals from plastic bags 
and the gas chromatography coupled with mass spectrometry was used for the determination of DEHP migration. The 
results obtained by the three techniques showed the migration of the serum bags additives such as DEHP in the glucose 
solution. This migration depends on time of contact. 

Keywords−DEHP, migration, plasticizer, PVC, serum bag. 

 
I. INTRODUCTION 

Polyvinylchloride is an inexpensive commodity plastic material 
that is used in a wide variety of domestic and industrial 
applications. Knowing that practically all plastics are composed 
of polymerized organic substance, PVC is made up of 
polymerized vinyl chloride, together with one or more additives 
that modify the characteristics of the polymer in order to 
optimize its suitability for a given application or process. PVC 
is used in some situations with minimal additives; in this case, 
it is used as rigid and hard material. However, the best 
performance can be achieved when the material is made more 
flexible and softer. For this purpose, an additive described as a 
plasticizer is used, and the resulting plasticized PVC finds 
extensive applications because of its excellent and varied 
properties.  

The flexible PVC is used as pharmaceutical packaging 
materials witch offer several advantages: extended storage 
time, efficient transportation for product freshness and low 
price, but the interaction between the package and the product 
can affect the quality of the content.  This interaction can be 
caused by the migration of the plasticizer into liquid, which is 
attributed to two mechanisms. The extraction of the plasticizer 
can occur in the first case when the molecular size of the 
extractant is too large to enter the PVC polymer structure; 

therefore, the migration can occur only by the plasticizer 
molecules diffusing to the surface of the PVC and then 
dissolving into the liquid. The second case, when the molecular 
size of the extractant liquid is sufficiently small to enter into the 
PVC polymer structure; the major mechanism for this 
extraction is that the extractant diffuses into the plasticized 
PVC, dissolves the plasticizers then diffuses together with the 
dissolved plasticizers out to the surface of the PVC [1].  

Di (2-ethylhexyl) phthalate, also known as di-octyl phthalate 
(DOP), universally referred to as DEHP is a colorless with 
almost no odors, oily liquid used to increase flexibility of PVC. 
DEHP was first produced in commercial quantities in Japan 
around 1933 and in the United States of America in 1939; it is 
found in a wide array of products including medical devices. 
Virtually all glucose bags made from PVC use this plasticizer, 
which is the long chain phthalate ester examined most 
extensively. There are a large number of reviews of the 
toxicological profile of DEHP; since February 2015 di(2-
ethylhexyl) phthalate may only be sold and used in the 
European Union after authorization for a particular use [2-4]. 

People as well as animals can be exposed to the phthalate 
compounds through ingestion, inhalation or dermal exposure 
and it has a harmful effect on their health. The effects of di-(2-
ethylhexyl) phthalate and its metabolites on fatty acid 
homeostasis regulating proteins in cells were proved in many 
investigations. To study the effect of DEHP on testicular 
mitochondrial viability: male albino rats were received di-ethyl 
hexyl phthalate (DEHP) (500 mg/kg/day orally). The 
administration of DEHP increases the lipid peroxidation and 
decreases considerably the testicular mitochondrial viability. 
DEHP induces a severe testicular oxidative damage and DNA 
(Deoxyribonucleic acid) fragmentation. Other studies 
examined the metabolite profile in plasma and liver of rats 
exposed to DEHP and showed induction of cyanide-insensitive 
palmitoyl-coenzyme an oxidation per gram of liver was greater 
in males than in females. Liver weight was significantly 
increased in the DEHP-treated groups compared to that of 
controls. Immunohistochemical analysis demonstrated that 
DEHP caused strong staining of proliferating cell nuclear 
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antigen after exposure, suggestive of hepatocyte proliferation 
[5-8].  

In rats, after 10 days systemic administration of DEHP, a study 
conducted to investigate the hepatic toxicity of sub-acute 
DEHP exposure at different selenium (Se) status demonstrated 
that DEHP exposure increased oxidative stress by disturbing 
the antioxidant balance in the hepatocytes [9]. The male 
reproductive toxicity of DEHP is well established and has been 
studied in many species including mice, rats, hamsters, ferrets, 
and non-human primates. This toxicity is depending on the age 
of animals, the doses, dosing duration and endpoints included. 
It has been shown that oral treatment with DEHP causes 
decreased weights of male, reduced fertility, reproductive 
organs, and histopathological changes in the testis of juvenile 
and adult rats. Testes of the Big Blue® transgenic mice were 
treated every day for a month with DEHP indicated an 
approximately 3-fold increase in genomic DNA mutation 
frequency compared with controls. These results unveiled the 
hazardous effects of direct low-level exposure of DEHP on 
ability of spermatozoa fertilization as well as embryonic 
development, and proved that in vivo DEHP exposure posed 
mutagenic hazards in the reproductive organ, which are of great 
concern to human male reproductive health [10, 11].  

For the general adult human population, exposures to DEHP are 
estimated to be 3-30 μg/kg/day. This plasticizer is suspected to 
induce anti-androgenic effects in men via its metabolite mono 
(2-ethylhexyl) phthalate (MEHP). However, there isn't enough 
information on the kinetic behavior of DEHP and its 
metabolites in humans. A comparative human intravenous and 
oral administration of DEHP in recent study likewise yielded a 
high proportion of glucuronized metabolites of between 77% 
and 84%, after oral administration; this value was 80% in 
intravenous administration [4, 12, 13].  

The noticed toxicity of DEHP and existence of alternatives to 
many DEHP-containing PVC medical devices presents a 
compelling argument for moving assertively, but carefully, to 
the substitution of other materials for PVC in medical devices. 
The substitution of other materials for PVC or phthalate 
plasticizer would have an added people and community health 
benefit of reducing population exposures to DEHP [14-17]. 

The aim of the present work is to investigate the specific 
migration of DEHP from plasticized PVC into 5% glucose 
solution and to estimate this rate of loss, although studying the 
possibility of other component’s migration by using various 
analytical methods such as Fourier transform infrared 
spectroscopy, atomic absorption spectrometry and gas 
chromatography coupled with mass spectrometry.  
 

II. EXPERIMENTAL 

A. Materials 

The glucose solution bags used in this study are transparent. 
These bags are used in hospitals. They were produced by an 
Italian company which is specialized in the production of 
flexible containers in PVC. Nitric acid used in the 
mineralization (purity of 65%) is purchased from the Spanish 
company Panreac Quimica Slu and used as received. The di-
octyl phthalate (DOP) used in the identification and 
quantification of the plasticizer in the composition of glucose 
solution bags formulation is a low volatile substance produced 
by Société Générale of Tunisia Plasticizers. Tetrahydrofuran 
and chloroform of high purity HPLC grade were purchased 

from Panreac Quimica Slu. Sigma Aldrich from Germany 
produces the methanol used in GC/MS (purity of 99.99%). 
 

B. Migration Testing and Sample Preparation 

Migration tests were conducted using glucose solution bags, 
stored in real conditions by respecting the temperatures and the 
time of conservation. The bags were stored for 18 months (the 
shelf life of the glucose solution) at temperature between 18 and 
22°C in the central pharmacy of the hospital which is the usual 
area for their conservation before their use by different services. 
To carry out the various analyzes, samples were collected from 
the bags taken off every three months; they were washed with 
deionised water and dried at 40°C. A new bag without contact 
with glucose solution was taken as a control bag. 
 

C. Fourier Transform Infrared (FTIR) Spectroscopy 
Analysis 

The technique applied is Universal Attenuated Total Reflexion 
(U.A.T.R). Infrared solution software was used for spectra 
processing data. All spectra were obtained using an ATR-FTIR 
Spectrum One model infrared spectrometer of PerkinElmer®. 
The spectra were collected at a resolution of 2 cm−1 in the range 
of 4000–650 cm−1. Each spectrum was rationed against a fresh 
background spectrum recorded from the bare ATR crystal. 
Before collection of each background spectrum, the ATR 
crystal was cleaned with absolute ethanol to remove any 
residual. Each sample was scanned in triplicate. 
 

D. Atomic Absorption Spectrometry Analysis 

Before analysis, a mineralization of the samples was performed 
according to Vandeburg and Clifford [18]. The analysis was 
carried out with an AAnalyst 800-PerkinElmer® with Zeeman 
effect for graphite furnace system and on AAnalyst 300-
PerkinElemer® with deuterium lamp for flame system. 
 

E. Gas Chromatography - Mass Spectrometry (GC/MS) 
Analysis 

For the gas chromatography analysis, the separation of 
plasticizers from PVC was done by the dissolution/precipitation 
process [19, 20]. The dried extract was dissolved in chloroform 
and analyzed on a Perkin Elmer® GC/MS system, with a 
medium polarity capillary column (PE-5MS column (30 m × 
0.25 mm), with film thickness of 0.25 μm). Carrier gas was 
helium with a flow of 1.2 ml/min and 31 kPa of pressure. One 
microliter of the sample was injected using splitless injection 
with injector temperature 300°C according to the following 
conditions: 90°C for 3 min with 6°C/min up to 280°C, the final 
temperature was held for 13 min. The total run time for each 
sample was 48 min.  

For mass spectrometry detection, electron ionization with 
70 eV was applied and mass fragments were detected between 
50 and 450 m/z. Both the ion source temperature and transfer 
line temperature were at 280°C. Note that the detector was 
activated after 5 min on mode electronic impact.  

The dosage of DEHP in the control bag and in the bags that 
have undergone the migration test was performed by 
establishing a calibration curve produced by mixing DOP 
standard in chloroform at concentrations that covered the 
concentration range found in the polymer extracts; the resulting 
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line was linear with correlation coefficient of 0.998. Three 
analytical replicates were analysed for each concentration. 
 

III.  RESULTS AND DISCUSSION 

A. FTIR Investigation of the PVC Films Before and After 
Migration Testing 

The comparison of the three spectra in Fig. 1 allowed the 
identification of some characteristic bands which are present in 
serum bag spectra but don’t exist in PVC spectrum; these bands 
refer to the additives present in the formulation of serum 
container.  

 
Fig. 1: Infrared spectra of PVC and serum bag before and after migration 

testing. 

The spectra in Fig. 1 show C=O (ester) group stretching 
vibration at 1722 cm-1 and –CH stretching vibrations at 2859 
and 1381 cm-1 [21-24]. The –C–O group absorbs at 1123 and 
1073 cm-1 while the –CH2 group absorbs at 1462 cm-1, which 
permits to expect a possible presence of additives such as 
dioctyl phthalate (DOP) as plasticizer (Fig. 2), zinc stearate as 
heat stabilizer and a phenol derivative as an antioxidant [25, 
26]. 

 
Fig. 2: Molecular structure of di(2-ethylhexyl) phthalate (DEHP). 

The study of FTIR spectra of the control bag and bags contacted 
the glucose solution for various times in months were 
performed in order to follow the evolution of characteristic 
additives bands in the formulation of the polymer constituting 
these bags. The comparison of PVC films spectra (Fig. 3) shows 
a decrease in all additives bands, especially of the carbonyl 
band at 1722 cm-1. The ester band at 1722 cm-1 would be 
associated with the presence of plasticizer from the phthalates 
family as shown in Fig. 2 -whose presence was confirmed by 
GC/MS analysis- and thermal stabilizer of the family of 
epoxidized oils or metallic stearates. Generally, dioctyl 
phthalate, epoxidized soybean oil and zinc stearate are the most 
used additives [25, 26].  

 
Fig. 3: FTIR spectra of serum bags at different contact time (months). 

To study the changes undergone by each band, a semi-
quantitative estimation was carried out by calculating the 
following absorbance ratios (Fig. 4): A2859/A1428, 
A1722/A1428, A1462/A1428, A1381/A1428, A1123/A1428 
and A1073/A1428. The band at 1428 cm-1 corresponding to the 
CH2 bond in PVC is used as a reference band [27].  

 
Fig. 4: Absorbance ratio's variation as a function of contact time  

of serum bags. 

According to Fig. 4 gathering the variation of these ratios 
depending on the contact time, a decrease of all the ratios is 
observed on all the curves. This indicates that the migration of 
a certain amount of additives (dioctyl phthalate, zinc stearate, 
epoxidized soybean oil) present in the poly(vinyl chloride) 
bag's towards the glucose solution occurred; this phenomenon 
was already observed in other studies [28-30].  
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The decrease shown in all the curves without the appearance of 
any increase of the studied bands absorbance ratios (Fig. 4). 
More precisely at the wave numbers 1123 cm-1 and 1073 cm-1, 
relative to the vibration of the –CO band, also found in the 
infrared spectrum of glucose according to the literature, it can 
indicate that there is no penetration of glucose molecules 
because of their large size. This result is also confirmed by the 
non-appearance of the –OH band which can be between 3600-
3643 cm-1 in the infrared spectrum of the bag which contained 
glucose under the migration tests (Fig.1 and Fig. 2) [31]. 

B. AAS Investigation of the PVC Films Before and After 
Migration Testing 

The atomic absorption spectrometry was applied to the 
determination of the metal content in the control bag and in 
those that have been in contact with the glucose solution for 
different contact times.  

 
Fig. 5: Variation of the residual content of metals in bags conditioning the 

glucose solution. 

The results obtained show the presence of copper (Cu), 
chromium (Cr), manganese (Mn), tin (Sn) and zinc (Zn). The 
presence of the latter is probably due to the zinc stearates, its 
characteristic bands have also been detected by infrared 
spectroscopy. The presence of the other elements would be 
related to the other additives present in the formulation and to 
the possible impurities they contain. 

According to Fig. 5, a decrease in all residual metal's 
concentration in bags containing the glucose solution through 
storage time can be observed. This decrease is related to the 
migration of DEHP, so that creates gaps in the structure of the 
bags’ polymer which involve the migration of other additives 
like Zn stearate. The results of atomic absorption spectrometry 
are in accordance with the results obtained by FTIR 
spectroscopy.  

C. GC/MS Investigation of the PVC Films Before and After 
Migration Testing 

Identification of serum bag’s plasticizer 

To identify the serum bag’s plasticizer, the control bag was 
analysed by GC/MS method. The identification of the peak was 
deduced by searching in the MS libraries (NIST) and further 
confirmed by running the known chemicals for DOP. The 
identification and quantification of DOP in glucose solution 
bags were performed using m/z 149 [27].  

 
Fig. 6: Chromatogram of: -a- the extract from the serum bag. 

                       -b- the DOP standard. 

From the chromatogram of the extract of the reference serum 
bag and of the DOP standard (Fig. 6) analysed by GC/MS in 
the same operating conditions, the presence of one major peak 
can be noted. It has a retention time of 30.54 minutes with m/z 
149 which is practically the same retention time of DOP (30.02 
min) and which confirms that the plasticizer used in the 
manufacture of these bags is dioctyl phthalate. It is to be noted 
that all phthalate plasticizers have a basic characteristic peak at 
m/z = 149. 

These results were confirmed in Fig. 7 which shows the mass 
spectra of the control bag extract, the DOP standard and of the 
DEHP spectrum according to the literature. Through these 
spectra, it can be confirmed that the plasticizer used in the 
serum bags formulation is the di-2 ethyl hexyl phtalate (DEHP) 
which is also a ramified dioctyl phthalate. 

 
Fig. 7: Mass spectrum of: -a- the extract from control serum bag. 

                -b- the DOP standard. 
                                        -c- DEHP according to the literature. 
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Using the SM peaks of Fig. 7, we can propose the different steps 
of di (2-ethylhexyl) phthalate defragmentation, which are 
presented in Fig. 8 [32]. 

 
 

Fig. 8: Defragmentation scheme of DEHP. 
 

Quantification of DEHP in serum bags  

Table. I represents the results of the quantitative gas 
chromatography analyzes of the control bag and the bags which 
have undergone the migration tests at the 3rd, 9th and 18th month 
of contact.  

According to Table. I, it appears that the decrease in specific 
surface DEHP peaks corresponds to the reduction of residual 
concentrations of this plasticizer in any bag having undergone 
migration testing, which means the leaching of DEHP in the 
solution due to the presence of glucose molecule and time 
contact. The ratio of leaching was about 0.209% after 18 
months of contact.  

Several works having studied the influence of time on diffusion 
of di(2-ethylhexyl) phthalate from PVC into infused drug 
solutions and human biological fluids were reported [33-37]. 
Some studies showed a greater concentration of the plasticizer 
at the surface, resulting in the formation of a more plasticized 
layer near the interface. In this case the plasticizer can be 
transferred from the plasticized polyvinyl chloride into the 
liquid phase by a three steps: (1) plasticizer transport into solid 
PVC itself, (2) transport phenomena at the interface of PVC and 

solution, (3) plasticizer transport onto the liquid [38,39]. Fig. 9 
shows the evolution of the residual concentration of DEHP in 
control bag and in those conditioning glucose solutions at 
various contact times. A low decrease can be observed.  

 
Fig. 9: Comparison of the residual rates of the DEHP in control bag and in 

those conditioning the glucose solution at different time contact. 

IV. CONCLUSION 

Based on the results of this study, the issues to be noted are the 
following: 

The application of the FTIR spectroscopy allowed to confirm 
that PVC is the constitutive polymer of the glucose bags. This 
technique allows expecting the presence of plasticizer from the 
phthalates family, thermal stabilizer of the family of epoxidized 
oils or metallic stearates. The follow-up of the variation of the 
characteristic bands of the additives according to the time of 
contact between the bags and the glucose solution showed that 
a phenomenon of migration of these additives took place. 

The AAS results showed that the PVC bags formulation 
contains copper, manganese, tin, chromium and zinc. The 
presence of the latest element is related to the zinc stearate 
stabiliser. The follow-up of the variation of the residual 
contents of metals in bags conditioning the glucose solution 
showed the loss of additives during storage time. 

The GC/MS analysis of the control bag and of the bags which 
were submitted to the tests of migration allowed to confirm that 
the di(2-ethylhexyl) phthalate (DEHP) is the plasticizer used in 
the formulation of the serum bag and showed that its migration 
occurred in glucose solution. The phenomenon is influenced by 
the time of contact.  
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Modal identification and dynamic analysis of a 
1000 years old historic minaret of Kalaa          

Beni-Hammad 

Nouredine Bourahla,    Zakaria Assameur, Mohamed Abed, and Ahmed Mébarki. 

Abstract− From structural and material point of view each historic monument is a textbook case, as it differs in shape, 
age, material characteristics and level of preservation. New means and approaches are used for geometric and shape 
survey, material and modal characterization, which helps restitute detailed information regarding the structural elements 
of the edifices. This paper investigates a 1000 years old historic minaret having a square base of 6.50 m of side and 24.70 m 
height. An ambient vibration survey has been carried out and the results were used to update a Finite Element (FE) 
model of the minaret in two stages. First, the elastic modulus of the rubble stone masonry has been determined by 
matching the experimental and numerical fundamental frequency. In a second phase, a frequency response function 
(FRF) correlation is carried out iteratively by adjusting the damping ratios to minimize the FRF error. The elastic 
modulus of the rubble stone masonry is found to be in the lowest range of values given in the literature, which confirms 
a deteriorated quality of the material. A seismic performance of the structure has been carried out using the updated FE 
model subjected to a set of acceleration time histories having the mean spectrum matching a compatible site spectrum. 
The stress concentration zones have been determined and a steel tie system to retrofit the structure is proposed. Beside 
the proposed investigation framework, the characterization results are valuable facts that can be added to the available 
database of historic monuments. 

Keywords− Historic monument, Kalaa Beni-Hammad, قلعة بني حماد, Model updating, Ambient vibration testing, Structural 
strengthening, Finite element method model calibration. 

 

NOMENCLATURE 

The main abbreviations used in this article are listed below: 

I. INTRODUCTION 

The historic heritage is a universal valuable asset that requires 
more attention to preserve. Those edifices, located in seismic 
prone regions, have survived several earthquakes and are still 
standing. They can be of particular interest from a structural 
engineering point of view. The research activity for structural 
assessment [5], material properties evaluation [4] and 
retrofitting of historic buildings all over the world continues to 
be very attractive and energetic [2, 9, 17, 19]. This has led to 
development of a variety of methods and practices for diagnosis 

and seismic strengthening of ancient monuments where 
advanced technological means are used to scan, test and model 
the edifices [11, 15]. The use of such innovative methods 
enhances the precision of the analyses, but uncertainties in the 
material properties are still a challenge and vary significantly 
from case to case. More data on different types of historic 
monuments with different materials and different ages is still 
needed to understand better their structural behaviors. In this 
paper, a 1000 years old minaret of about 24 m height made of 
rubble stone masonry is experimentally and numerically 
investigated. The measured and the numerical FRF curves were 
used to match the natural frequencies of the structure and their 
corresponding damping ratios. A conceptual strengthening 
solution is proposed and the performance is assessed. 

II. HISTORICAL BACKGROUND AND STRUCTURAL 

IDENTIFICATION AND MODELING OF THE MINARET 

Founded in 1007 by Hammad ibn Bologhine [10], the fortress 
(Kalaa) of Beni-Hammad has played an important role as a 
capital of North Africa during the eleventh century. In 1980, 
UNESCO inscribed the site as a World Heritage Site. The 
archeological site is located on the Hodna plain at 36 km to the 
northeast of the town of M'Sila (Algeria). The region is 
classified as moderate seismic zone IIa by the Algerian code 
RPA99 v2003 [20].  

The historic monument object of this study is a remaining 
minaret of a great mosque in ruin, having a square base of 6.50 
m of side and 24.70 m height. Structurally, the edifice is made 
of a 1.80 m x 1.80 m square core surrounded by a 1.20 m thick 
walls both supporting the stairs and the barrel-vaulted ceilings 
creating a monolithic ensemble (Fig. 1). All the structural 
elements are made of local sandstone ruble, which has suffered 
severe ageing and environmental actions. The upper part and 
the ornament of the minaret tumbled down long time ago at an 

AVT Ambient Vibration Testing. 
FDAC Frequency Domain Assurance Criteria. 
FE Finite Element. 
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MAC Modal Assurance Criteria. 
PPM Pick-Picking Method 
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undefined age [1]. The edifice has been restored according to a 
plan of protection and restoration of the site set up by UNESCO 
in the period of 1976-82 [20].  

For the purpose of the present study, a simple Finite Element 
(FE) model is elaborated. The core of the minaret is modeled 
using solid elements. The outer walls, the stairs and ceilings are 
modeled using thick shell elements. An adequate meshing is 
adopted to meet the required precision without oversizing the 
model. The structure is assumed to be fixed at its base. The 
specific weight of the material is obtained from the literature 
for similar type of masonry and is taken equal to 18 kN/m3 with 
a Poisson ratio equal to 0.24 [18]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1:  Global view, layout and elevation sections of Kalaa beni-Hammad. 

III.   AMBIENT VIBRATION TESTING (AVT) AND MODEL 

UPDATING 

Ambient vibration method has been used for more than five 
decades for full scale testing of civil engineering structures 
[13]. Its simplicity, cost effectiveness and wide range of 
applicability made of it a powerful tool for in-situ identification 
testing. One of the most frequent uses of AVT involves 
identification of natural frequencies, mode shapes of vibration 
and equivalent viscous damping ratio of full-scale structures [6,  
21, 24]. These results are used to update the FE model by 
matching the experimental and numerical modal properties [7, 
14, 22]. First, a careful selection of the model parameters to be 
modified by the updating procedure is to be made in order to 
ensure that the necessary changes to the model are realistic and 
physically realizable and meaningful [14]. In this instance, the 
material properties, which are uncertain, are chosen as 
matching parameters as the geometric characteristics and 
masses are precisely determined. 

A. Test set-up and procedure 

The tests were performed using three degrees of freedom 
seismometer type Lennartz electronic (Le3Dlite) and a data 
acquisition system type City Shark II. The measured signals 
were processed using the GEOPSY program [25] capable to 
perform most of the signal processing operations for the 
analysis of ambient vibration data. Seven measurement points 
were located along the height of the minaret at the façade side 
to record the vibration along two horizontal and one vertical 
axes (Fig. 2). Two other recording points were used; one point 
was positioned at the corner of the roof and the other one at a 
free field. The recording time for each sequence was set to 6 mn 
and found to be largely sufficient to obtain smooth frequency 
response function (FRF) curves. Measurement locations were 
chosen to capture the fundamental and second lateral and 
torsional modes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Global view of the minaret with the positions of the measurement points. 

B. Frequencies identification 

The natural frequencies of Kalaa Beni-Hammad minaret were 
identified by applying the peak-picking method (PPM) on the 
FRFs. The curve in Fig. 3 shows the FRF of the vibrations 
measured along the two horizontal axes denoted as E-axis and 
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N-axis at the edge of the floor corresponding to point 1. The 
clearly distinct first peaks at 1.88 Hz and 1.90 Hz correspond 
to the fundamental lateral mode along N and E directions 
respectively (Fig 4). It should be noted that the peak 
corresponding to the torsional mode is missing on the FRF 
curve of record point 2, which is located at mid-façade on the 
N-axis where only lateral modes in N-direction are detectable. 

The amplitudes of fundamental modes dominate those of the 
higher modes. The latter are more apparent at lower heights. As 
shown in Fig. 5, the peaks of the second lateral modes are 
comparable to those of the fundamental modes. A peak at 
frequency of 10.83 Hz corresponds to the pure vertical mode 
(Fig. 6). 

 

 

 

Fig. 3:  FRF curves of record points 1  

 

 

Fig. 4:  FRF curves of record points 2. 

 

C. Identification of the modal damping ratios 

For each identified frequency, a damping ratio has been 
determined using the random decrement technique (Table 1). 
Figure 7 shows typical free decay fitting using GEOPSY 
software [25] where f is the natural frequency, z is the damping 
ratio and N is the number of windows used in the calculation. 
The values of the damping ratios are low compared to ratios 

used in analysis for such type of structure. These values are 
common for very low excitations (ambient vibrations). 

 

 

Fig. 5: FRF curves of record points 7. 
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Fig. 6: Numerical mode shapes. 

FEi, FNi, FV and FTi  denote the ith frequency in the east, north, 
vertical direction and the torsional mode respectively.  
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Fig 7: Typical free decay fitting of the fundamental frequency. 

 

IV. EXPERIMENTAL AND NUMERICAL MODAL 

CORRELATION 

A finite element model updating is performed in the frequency 
domain in two stages. First, the uncertain data of the numerical 
model is defined. In this instance, the geometry of the structure 
is simple; it has been precisely defined using the 3-D scan and 
introduced with high accuracy into the FE model. The mass 
distribution is also well known; however, the material 
properties of the old non-homogeneous masonry are uncertain. 
Therefore, as an inverse problem, the elastic modulus is used as 
a variable parameter to be identified and the fundamental 
frequency as an objective function to update iteratively the 
numerical model with the experimental results. Several 
iterations are made for changing values of the elastic modulus 
for which the modal analysis is carried out in each iteration. The 
best fit for the fundamental frequency is obtained for E = 2.88 
GPa. This value is in the range of the elastic modulus of historic 
stone masonry as reported in many experimental investigations 
[3, 16, 23]. The numerical frequencies of the model are 
compared to those determined experimentally in Table1. The 
fundamental frequencies match closely and remain within 5 % 
error for second higher modes. The largest error of 17% 
corresponds to the torsional mode. 

In a second phase, a frequency correlation function is used. The 
variable parameter is the modal damping ratios. The numerical 
FRF is obtained by subjecting the numerical model to a signal 
with a uniform band limited spectrum. The damping ratios 
determined using the random decrement technique from the 
ambient vibration records have been first introduced in the 
numerical model to compute the initial numerical FRF curve. 
Then the FRF curve is normalized with respect to the 
experimental amplitude of the first peak related to the 
fundamental frequency. The updating procedure is carried out 
iteratively by adjusting the damping ratios to minimize the FRF 
error expressed by: 

ε𝐻
|( ) ( ) |

|( ) |
× 100                                       (1) 

Where: 

(HE)ij: ith value of the measured FRF curve at point j        

(HN)ij : ith value of the numerical FRF curve at  point j        

The closeness of the measured and numerically calculated FRF 

is assessed using the Frequency Domain Modal Assurance 
Criteria (FDAC) technique applied to the FRF as given by the 
following criterion:  

𝐹𝐷𝐴𝐶(𝜔 , 𝜔 , 𝑗) =
{ ( )} { ( )}

{ ( )} { ( )} { ( )} { ( )}
        (2) 

Where:  

{𝐻 (𝜔 )}  is the measured FRF curve (column or vector) at 
point j 

{𝐻 (𝜔 )}  is the calculated FRF curve (column or vector) at 
point j 

 
𝜔  and 𝜔  correspond to the frequencies at which the FRF 
amplitudes HE and HN are measured and calculated 
respectively.  

Values of the FDAC vary between 0 and 1. When FDAC = 1, 
it means a perfect matching whereas 0 indicate no correlation 
at all.  After few iterations on the FRF curve of point 2 along 
the N axis, the best fit is obtained for a damping value 𝜉 =

1.0 % for the fundamental frequency at 1.88 Hz and 𝜉 =

6.0 % for the second mode at 8.20 Hz. The FRF error 
corresponding to the best fit is ε𝐻  = 0.23 and the FDAC = 
0.96. Fig. 8 shows the experimental and the matched numerical 
FRF curves. 

 

Fig. 8: Experimental and numerical (matched) FRF curve at point 2 along the 
N axis. 

V. SEISMIC PERFORMANCE UNDER EARTHQUAKE 

GROUND MOTIONS 

The seismicity of the region of M’sila, where the site of Kalaa 
Beni-Hammad is implemented (Maadid), is considered as 
moderate. It is classified as zone IIa by the Algerian seismic 
code RPA99v2003 [20]. The CRAAG database [12] reports 
five seismic events in the region of Msila in the period 
from1885 to 1965. The last three events of 1946, 1960 and 1965 
have similar intensity of VIII and a magnitude of 5.5. The 
largest most recent earthquake of magnitude 5.2 occurred on 
14-05-2010 in the region of Béni-Ilmane at about 70 km from 
the Kalaa Beni-Hammad site. An elastic spectrum for the site is 
derived in accordance with the RPA99v2003. This is used to 
adjust a set of real earthquake records and generate two 
artificial acceleration ground motions. A set of six acceleration 
time histories are defined and are used for linear dynamic 
analyses. The mean spectrum of all ground motions is plotted 
against the code elastic spectrum in Fig. 9.  

Linear time history analyses are carried out to determine the 

Table. I 
EXPERIMENTAL AND NUMERICAL FREQUENCIES 

No Direction Measured 
(HZ) 

Computed 
(Hz) 

Error (%) 

Mode 1 Lateral X 1.88 1.89 0.5 

Mode 2 Lateral Y 1.90 1.90 0 

Mode 3 Torsional 5.20 6.28 17.2 

Mode 4 Lateral X 8.08 8.24 2.0 

Mode 5 Lateral Y 8.20 8.56 4.2 

Mode 6 Vertical 10.83 11.42 5.2 

Mode 7 Lateral Y 13.74 16.18 15.1 
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lateral drift and the most stressed zones in the structure. It is 
worth noting that the results from the linear analysis are limited 
to portray the stress distribution at an early elastic stage. 

 

Fig. 9: Code elastic spectrum and mean spectrum of the normalized 
acceleration ground motions. 

The maximum lateral drift at the top, which reaches 9.19 cm 
(Fig. 10), is very low compared to 1% of the height (25 cm). 
This is common for this very type of stiff structures with thick 
exterior walls and a massive masonry core. 

 

Fig. 10: Lateral drift caused by different acceleration ground motions. 

 

The tensile overstressed zone outspread from the bottom to 
mid-height of the tower. The shear-overstressed zones, 
however, are mainly observed near lintels of some openings as 
shown in Fig. 11 and 12. 

 

Fig. 11: Tensile stress distribution and locations of overstressed zones. 

 

Fig. 12: Shear stress distribution and locations of overstressed zones. 

 

VI. CONCEPTUAL RETROFITTING PROPOSAL 

Any strengthening scheme ought to be based on thorough 
assessment of the edifice, which is out of the scope of the 
present research work. Nevertheless, a feasibility study of a 
strengthening solution is proposed. First, to relief the local 
shear overstressing in some locations of the lower openings, 
steel or reinforced concrete framing can be incrusted around the 
openings. This solution has not been developed in this article as 
the latter is investigating only the steel tie system.    

In order to absorb the tensile stresses that would develop in 
several locations in the ruble stone masonry of the structure as 
shown above, a lightly post-tensioned steel tie system (Fig. 13) 
is proposed to bind horizontally and vertically the structure. 
This is done in such a way that any overstress that may happen 
in the masonry will be transferred passively to the steel rods. 
For the purpose of the present study, a simple model based on 
predefined failure mechanism is used to design the elements of 
the steel tie system. As shown on Fig. 14, the walls are 
supposed to be completely maintained by the steel rods and a 
spectrum analysis is used to determine the tensions in the rods. 
It has been found that a diameter of 22 mm for all the rods is 
sufficient to withstand the resulting tensions. Such a system 
was successfully employed to strengthen an ancient masonry 
building [8]. 

 

Fig. 13: Steel tie system position in the minaret model 
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Fig. 14: Strengthening details of the steel tie elements 

VII. CONCLUSION 

The 24.7 m height minaret of the Kalaa Beni-Hammad is 1000 
years old historic monument that has been investigated in this 
paper in order to assess its structural integrity. An ambient 
vibration survey has been carried out to update a FE model and 
identify the material characteristics. For this purpose, a two 
phases FRF matching procedure has been applied in which the 
closeness of the measured and numerically calculated FRF is 
assessed using the Frequency Domain Modal Assurance 
Criteria with varying modal damping ratios. The results show 
that the elastic modulus of the material lays within the range of 
Young’s modulus of historic rubble stone masonry. The 
updated model is subjected to site spectrum compatible set of 
acceleration ground motions. Tensile and shear stresses 
concentration zones are identified and a post-tensioned steel tie 
system is proposed as a strengthening measure to absorb the 
tensile stresses that develop in several locations.  
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A Differential Pressure Technique for Void 
Fraction Measurement in Gas-Liquid Flow 

Ammar ZEGHLOUL, Abdelwahid AZZI, Nabil GHENDOUR, and Abdallah S. BERROUK 

Abstract− Two-phase Gas-liquid flows have many industrial uses, such as hydrocarbon transportation and energy 
production. The knowledge and an accurate determination of the gas phase's proportion rate in the two-phase mixture 
known as the gas void fraction is necessary for optimal and secure sizing of the installations where this kind of flow takes 
place. This paper focuses on the possibility of using a cost-effective differential pressure transmitter to measure the void 
fraction parameter. It is obtained using a mathematical model derived from the energy balance equation and the 
measured pressure drop from the vertical upward gas-liquid flow.  Results on flow void fraction obtained through the 
use of the conductance probe method, are used to validate those derived from the pressure drop that is evaluated by 
employing the differential pressure transmitter. The measurement accuracy of the void fraction measured using the 
pressure drop technique, is found to be principally affected by the flow pattern.  Moreover, the slip ratio between the 
phases was the primary factor influencing the void fraction measurement by the differential pressure technique. 

Keywords− Two-phase flow, Void fraction, Flow pattern, Differential pressure, Transmitter. 

 

NOMENCLATURE 

 
 

 

I. INTRODUCTION 

In two-phase or three-phase flow hydrodynamics, the void 
fraction represents one of the most critical parameters. It gives 
information about the fraction of the gas in the pipe's total 
surface or volume. Moreover, the void fraction is a crucial 
parameter in predicting the interfacial section and the masse 
transfer between different phases [1].  

Several invasive or non-invasive techniques have been 
proposed in the literature to predict the void fraction parameter. 
Among these techniques, one can cite the estimation of void 
fraction via the time-averaged two-phase pressure drop 
measurement. This technique is widely used because of its 
simplicity, high safety, low-cost, and for being non-intrusive. 
Additionally, the two-phase pressure acquisition signals can be 
used in two-phase flow pattern recognition [2][3]. 
Many works have been done in order to establish a correlation 
between the void fraction and the measured two-phase pressure 
drop. However, these correlations were not reliable for all flow 
patterns. In the earlier work, Wallis [4] correlates the liquid 
holdup (1-εg) as a function of Lockhart and Martinelli's 
parameter, which depends on the two-phase pressure drop. 
Tang and Heindel [5] proposed a new method to estimate the 
void fraction from the differential pressure measurement in 
bubble columns. The proposed method highlighted the pressure 
drop's influence due to friction on the void fraction 
measurement. Their experimental data analysis showed that the 
proposed method gives more accurate void fraction results than 
the model proposed by Wallis. As Gharat and Joshi [2] stated, 
the frictional two-phase pressure drop depends mainly on two 
factors. One of them depends on the shear stress between the 
liquid and the conduit wall, and the second is the friction 
between the liquid and the gas phases. On the other hand, the 
experimental work presented by Shafquet et al. [6] considered 
the frictional parameter negligible . In their study, the tested 
flow condition covered the bubbly flow pattern with the range 
of the void fraction [0.17 to 0.33]. They used Electrical 
Capacitance Tomography technique, ECT, as another 
technique to validate the void fraction predicted results. Abbas 
[7] performed a theoretical and experimental study for the 
bubbly flow regime, considering the value of the void fraction 

D Diameter of the pipe, m 
f Single-phase friction factor 
g Acceleration of gravity, m/s2 
h Pressure tapping vertical distance, m 
P Pressure at the taping, Pa 
Re Reynolds numbers 
S Slip ratio 
Um Mixture velocity, m/s 
UG Gas velocity, m/s 
UGS Gas superficial velocity, m/s 
UL Liquid velocity, m/s 
ULS Liquid superficial velocity, m/s 
x Mass flow quality 
εG Gas void fraction 
∆P Pressure drop, Pa 
ρL Liquid density, kg/m3 

ρG Gas density, kg/m3 

ρTP Two-phase mixture density, kg/m3 

G Gas 
L liquid 
m mixture 
TP two-phase flow 
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less than 0.1748. They proposed a mathematical model derived 
from the two-phase pressure drop measurement to estimate the 
gas proportion. However, the experimental results showed that 
the proposed model is not suitable when the void fraction 
increases beyond 17.48%. Jia et al. [8] conducted an 
experimental study in vertical upward bubbly and slug flows. 
To obtain the void fraction, two-phase pressure drop 
measurement data were introduced into a mathematical model 
that was based on the energy conservation. The latter was 
compared to the ones obtained from Electrical Resistance 
Tomography, ERT, device and Wire Mesh Sensor, WMS. The 
experimental investigations showed that the frictional pressure 
drop could not be neglected mostly for a gas volume fraction 
less than 0.2. Kara et al. [9] performed a comparison of the void 
fraction values derived from the pressure drop experimental 
data and those by measuring the difference in the level between 
the two-phase mixture and the one of the static liquid in a 
bubble column. They found that both measurement technics 
matched well with an accuracy of 3%. 

The present experimental study consists in investigating the 
derivation of the void fraction using differential pressure 
measurement. Moreover, the effect of the flow pattern on the 
void fraction measurement accuracy is discussed. 

II. THEORETICAL BACKGROUND 

The mathematical correlation relying the void fraction and 
differential pressure measurement is based on Bernoulli’s 
energy conservation principle. According to the diagram in 
Figure 1. One can write; 

P1 = P2 +  ρTPg h + ∆Pfriction (1) 

where P1 and P2 are the measured pressures at two selected 
positions along the pipe, ρTP is the two-phase density, g is the 
gravitational acceleration, h is the distance between the two 
measurement points and ∆Pfriction the frictional pressure drop. 

 

Fig. 1:   Void fraction measurement 

Measured pressure drop (read) between the two tappings, 
ΔPread, can be expressed from the hydrodynamic balance as; 

∆Pread = P2 +  ρLg h - P1 (2) 

Eq. 1 and Eq. 2 lead to; 

∆Pread + ∆Pfriction= g h (ρL-ρTP)  (3) 

The two-phase density ρTP is expressed as follow: 

ρTP = εG ρG + (1-εG) ρL ≈ (1-εG) ρL (4) 

where εG is the void fraction.  

Replace Eq. 4 into Eq. 3 and solving for void fraction εG 
reads: 

εG=
(∆Pread + ∆Pfriction)

ρL-ρG g h
 (5) 

According to [7], the pressure drop due to friction is: 

∆Pfriction= 
2 ρL h  f  Um

2

D
 

(6) 

 
Where Um represents the mixture velocity, D is the internal 
pipe diameter, and f the single-phase friction factor, also known 
as the Fanning friction factor, which depends on flow 
conditions and the pipe wall roughness. In our experiment, the 
pipe material is Perspex, which can be considered a smooth 
surface. 
The friction factor, f, can be obtained experimentally by 
employing the following expression [7]; 

f = 
∆PL D

2 ρL h  UL
2  (7) 

Where ΔPL is the measured liquid pressure drop, and UL is the 
liquid velocity. 

A different form of Fanning friction factor can be found in the 
literature, which depends on Reynolds numbers, Re. In the 
present work, the Reynolds numbers test conditions were 
ranged from 3500 to 30600. The corresponding Fanning 
friction factor f is expressed as; 

f = 0.079 Re-0.25 (8) 

III.   EXPERIMENTAL FACILITY 

The test facility performed to carried out measurements of the 
pressure drop and the void fraction simultaneously is presented 
in Figure 2. This test facility has been used earlier by Zeghloul 
et al.[10][11]. The test section, which is transparent for visual 
observation of the flow regime is positioned vertically. Its 
length is about 6m with an inner diameter of 34mm. A 
centrifugal pump (9), which can reach a maximal masse flow 
rate of 40 m3/s, draws tap water from the tank (10) to the mixing 
section through calibrated water rotameters (4).  A pressure 
regulator (2) was used to adjust the air supplied from a 
compressor (1) to the operating pressure before it passes 
through the air rotameters (5). Both air and water flow-meters 
have a maximum uncertainty of 2%. The two-phases are 
blended in the mixer (8) to create the air-water mixture. Further 
information on the mixer geometry is given in Zeghloul et al. 
[12], [13]. After the mixer, the gas and liquid phases flow 
through the test section then continues up to the separator (10). 
The liquid flowed down to the separator's bottom due to gravity, 
and the gas (air) flows into the ambient.  

Two conductance probes have been installed in the vertical test 
section to provide the gas volume fraction, εG. The first 
conductance probe, CP1, was placed at 4760 mm (140D) 
downstream of the mixer, and the second probe, CP2, at a 
distance of 790 mm after the first probe. These two positions 
were chosen carefully to ensure enough distance to allow the 
flow to be fully developed Saidj et al. [14]. 
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To increase the measurement accuracy, two selected 
differential pressure transmitters have been used to measure the 
difference in pressure between the two tappings. The latter has 
the exact locations as the two conductance probes CP1 et CP2. 
The two transmitters were provided from FOXBORO company 
with 0.2% accuracy corresponding to their full scale with 
ranges of [0-7.2] kPa and [0-36] kPa, respectively. Using an 
appropriate pressure calibrator (Fluke 725) with an error of 
0.02%, the two transmitters were further re-calibrated. 

Before starting the pressure measurements, it is necessary to 
ensure that the pressure sampling lines have a constant fluid 
density, i.e., the pressure lines contain only liquid without any 
air bubbles inside. Therefore, a purging arrangement has been 
used to evacuate air bubbles from the pressure sampling lines, 
as shown in Figure 3.  

A data acquisition card (6092E) and the corresponding 
LabVIEW software from National Instruments Company, was 
used to acquire all the necessary data from the different 
experiments. 200 Hz was the sampling frequency of the data 
acquisition for a duration of 60 seconds for each test, i.e., total 
data samples of 12000 for each run. 
 

 
Fig. 1: Test facility. 

 

Fig. 2: Purging system arrangement [15]. 
 

IV. EXPERIMENTAL RESULTS  

A. Flow Pattern Map 

The test experimental conditions of the gas and liquid 
superficial velocities varied from 0 to 3.5 ms-1 and from 0.1 to 
0.92 ms-1, respectively, which cover a wide flow pattern range 
from bubbly to churn flows. The two-phase flow configuration 
was first visually observed through the Plexiglas pipes near the 
pressure tapings. At these locations, the flow regime is 
considered to be entirely developed. These flow observations 
were confirmed by analyzing the signature shape of the 
Probability Density Function (PDF) and the temporal variation 
of the acquired gas volume fraction signals (Bouyahiaoui et al. 
[16], Costigan and Whalley[17]). 

 

The test experimental conditions of the gas and liquid 
superficial velocities varied from 0 to 3.5 ms-1 and from 0.1 to 
0.92 ms-1, respectively, which cover a wide flow pattern range 
from bubbly to churn flows. The two-phase flow configuration 
was first visually observed through the Plexiglas pipes near the 
pressure tapings. At these locations, the flow regime is 
considered to be entirely developed. These flow observations 
were confirmed by analyzing the signature shape of the 
Probability Density Function (PDF) and the temporal variation 
of the acquired gas volume fraction signals (Bouyahiaoui et al. 
[16], Costigan and Whalley[17]). 

From Figure 4, A total number of 121 experimental test 
conditions were plotted over the flow pattern map of Shoham 
[18]. From this figure, one can note that the slug flow test 
conditions have taken a large area in Shoham’s map. 
Furthermore, the transition line between the bubbly and the slug 
flow shows a good prediction of the experimental test 
conditions. However, the slug/churn line transition poorly 
predicts the experimental data. This overprediction may be due 
to the difference in the experimental conditions used in 
predicting the slug/churn line transition. 
 

 

Fig. 3: Shoham’s flow pattern map [18] including the 
experimental test conditions studied in the present work.  

B. Void Fraction Temporal Variation 

Figure 5 illustrates example plots of the void fraction 
temporal variation obtained from the two conductance 
probes (CP1 and CP2). Three different velocities 
combination of liquid and gas has been chosen to exhibit 
the various flow patterns studied in this work. It can be 
observed from the void fraction temporal variation that the 
two conductance probe signals are very close to each other, 
which confirms that the flow pattern is thoroughly 
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developed [14]. Figure 5 (a) shows the typical void fraction 
signal of bubbly flow. The latter is often characterized by 
stable fluctuations with some small peaks that indicate both 
agglomerated and dispersed bubbles. The mean void 
fraction of the corresponding bubbly flow is about 0.19. 
Figure 5 (b) depicts the slug flow void fraction temporal 
variation that was represented by an alternative value of the 
void fraction. The void fraction values of the threshold 
corresponding to the passage of Taylor bubbles, and the 
low void fraction values representing the liquid plug, 
which contain tiny bubbles. The mean void fraction value 
of the corresponding slug flow is found to be 0.45. Figure 
5 (c) represents a typical void fraction temporal variation 
of the churn flow. This flow pattern signals and appearance 
show a chaotic behavior with a mean void fraction of 0.81. 

 

Figure 4: Temporal variation of the void fraction, (a), bubbly 
flow [Uls=0.80 m.s-1, Ugs=0.10 m.s-1], (b), slug flow [Uls=0.40 
m.s-1, Ugs=0.43 m.s-1], (c), churn flow [Uls=0.21 m.s-1, 
Ugs=3.01 m.s-1], 

C. Single and Two-Phase Flow Pressure Drop 

The measured two-phase gas-liquid pressure drop, ΔPread, from 
the differential pressure transmitter was fed into the equation 
(2) to obtain the total pressure difference (P1 - P2). Figure 6 
represents the gas-liquid total pressure drop variation 
depending on the gas superficial velocity by keeping the liquid 
superficial velocity constant. From this figure, one can see for 
a particular gas superficial velocity that the gas-liquid total 
pressure drop increases with the liquid superficial velocity's 
augmentation. Furthermore, and by keeping the liquid 
superficial velocity constant, the two-phase total pressure drop 
decreases with the increase of the gas superficial velocity. 

 

Figure 5: Temporal variation of the void fraction, (a), bubbly 
flow [Uls=0.80 m.s-1, Ugs=0.10 m.s-1], (b), slug flow [Uls=0.40 
m.s-1, Ugs=0.43 m.s-1], (c), churn flow [Uls=0.21 m.s-1, 
Ugs=3.01 m.s-1]. 
 

This finding can be clarified by the expansion of the gas in the 
gas-liquid flow due to gas superficial velocity increasing, which 
required less energy for the gas-liquid mixture to flow inside 
the pipe [14][19]. Besides the effect of the gas and liquid 
velocities, the way that the gas-liquid total pressure drop 
evolves in each flow pattern is not the same; the latter is very 
important for the bubbly flow and less when passing to the slug 
flow. The gas-liquid total pressure drop is nearly constant for 
the churn flow. 

 
Figure 6: Total gas-liquid differential pressure vs. gas 
superficial velocity. 

Figure 7 represents the calculated two-phase frictional pressure 
drop for different velocity combinations of the gas and the 
liquid. The corresponding data of the frictional pressure drop 
was derived from equation (3). From this figure and by 
maintaining a liquid superficial velocity constant, one can 
remark that the two-phase frictional pressure drop increases 
with the increase of the gas superficial velocity. The same 
behavior of the frictional pressure drop was noticed for a 
constant gas and variable liquid velocity. Besides the gas and 
liquid velocities' impact, the flow pattern was also found to 
affect the frictional two-phase pressure drop. The latter can be 
noticed from the different slopes of the frictional pressure drop, 
which characterizing each liquid superficial velocity. The 
sharpest slope was found in the churn flow. This may be caused 
by the turbulent effect of this kind of chaotic flow pattern, 
which enhances friction between phases and between the gas-
liquid mixture and the pipe inside wall. 

 
Figure 7: Gas-liquid frictional pressure drop vs. gas superficial 
velocity. 

The measured single-phase (liquid) pressure drop was injected 
into equation (7) to find the experimental friction factor, f.  
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The actual friction factor data and those calculated from 
Fanning correlation (Eq. (8)) and the experimental data of 
Abbas [7] are represented in Figure 8. From this figure, one can 
notice a good fit of the actual data to the experimental data of 
Abbas and fanning correlation for the conditions of liquid 
superficial velocity, Uls, over 0.4 ms-1. For Uls, less than 0.4 
ms-1, we found some difference between the represented data 
with a relatively good approach between the actual data and the 
Fanning correlation. This may be due to the accuracy of the 
differential pressure device when it is used in the low gas and 
liquid velocity conditions. 

 
Fig. 8: Friction factor variation with water superficial velocity. 
 
Figure 9 shows the variation of the measured gas-liquid 
pressure drop with the mean void fraction obtained from the 
conductance probes. One can see that the experimental data 
present a linear curve with a negligible effect of the various 
flow regimes. This finding confirms the linear relationship 
expressed in equation (5) between the measured two-phase 
pressure drop and the void fraction. In addition, the 
experimental data of the two-phase pressure drop increase with 
the increase of the void fraction. The latter can be obtained by 
increasing the gas's mass flow rate, i.e., the total two-phase flow 
rate, which induces in augmentation of both void fraction and 
the gas-liquid measured pressure drop. 

D. Calculated vs. Experimental Void Fraction 

Figure 10 exhibit the comparison between the calculated void 
fraction from the differential pressure transmitter (predicted 
void fraction) and the measured data using conductance probes. 

 

Figure 9: Experimental gas-liquid pressure drop vs. void 
fraction. 

 

 

 It can be inferred from Figure 9 that, for εg < 0.30, the void 
fraction predicted from differential pressure measurement 
agrees well with the measured one. For εg > 0.30, the deviation 
from the diagonal line increases with the void fraction. The 
deviation can reach 30% as the flow pattern approaches the 
slug/churn transition, which corresponding to the void fraction 
of about 0.7.  

 
Figure 10: Comparison between Measured and predicted void 

fraction. 

To quantify the deviation between the calculated void fraction 
from the gas-liquid pressure drop measurement and the 
measured void fraction from the conductance probes, two 
statistical parameters have been used. The first parameter is the 
root mean square deviation, RMS, and the second one is the 
mean relative absolute error, ABE, expressed in equations (9) 
to (11). 
 

 RMS=
1

n

εgi,calculated
-εgi,measured

εgi,measured

2n

i=0

 (9) 

  xi=
εgi,calculated

 - εgi,measured

εgi,measured

 (10) 

 ABE =
1

n
xi

n

i=0

 (11) 

where εgi,calculated
 is the predicted void fraction from the two-

phase pressure measurement and εgi,measured
 is the measured 

void fraction from the conductance probes. 

Table I, summarizes the two statistical parameters RMS and 
ABE obtained from the 121 experimental tests. From this table, 
one can see that the most accurate predicted data of the void 
fraction are those of the bubbly flow with an RMS and ABE of 
3.63% and 2.57%, respectively. As expected from figure 8, The 
RMS and ABE increase considerably when passing from the 
bubbly to the slug flow with an RMS and ABE of 10.75% and 
8.55%, respectively, which are three times less accurate 
compared to the bubbly flow. For the churn flow, the results 
show the most deviated results with an RMS and ABE of 
12.01% and 9.39%, respectively. 
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E. Slip Ratio and Flow Pattern Effects 

Figure 11 illustrates the impact of the flow pattern on the 
relative difference between the calculated and the experimental 
void fraction. Equally, in order to exhibit the slippage between 
the phases, the slip ratio has been added in the second axes. The 
latter can be calculated using the following expression. 

 S =
UG

UL
=

UGS(1-εG)

ULS εG
 (12) 

From this figure, the impact of the flow pattern is evident. For 
the bubbly flow (εg < 0.30), the slip ratio between phases is 
around the unity indicating that the flow can be considered as 
homogeneous. The slip ratio increases beyond the unity when 
passing from bubbly to slug and considerably increases when 
reaching churn flow. A similar behavior of the slip ratio has 
been noticed for the relative difference error. The relation 
between these two parameters can be explained by the slip 
ratio's effect between the phases, which increases the frictional 
pressure drop between gas and liquid phases, i.e., the total 
frictional pressure drop [7]. The latter was not taken in the void 
fraction prediction, which in turn increases the error between 
the predicted and the measured void fraction. 
 

  

Figure 11: Impact of the two-phase flow pattern and slip ratio 
on void fraction predictions. 

V. CONCLUSION 

A differential pressure in a vertical ascending single and two-
phase flow has been measured. From the obtained pressure drop 
results, the void fraction was predicted from a model derived 
from energy conservation. The calculated void fraction data 
were compared to those measured experimentally from the 
conductance probe sensor. To evaluate the accuracy of the 
predicted void fraction from the energy conservation model, the 
statistical parameters RMS and ABE have been used.  
 
 

The analysis of the two statistical parameter results showed that 
the bubbly flow pattern exhibits the most accurate results with 
RMS and ABE of 3.63% and 2.57%, respectively. For the slug 
and the churn flow, εg>0.3, the deviation between the 
theoretical and the experimental void fraction increases 
significantly. The results also showed that the frictional 
pressure drop between gas and liquid phases significantly 
affected the void fraction prediction accuracy. The latter cannot 
be neglected when the slip ratio between phases is beyond 
unity. 
 

REFERENCES 

[1] Y. T. Shah, B. G. Kelkar, S. P. Godbole, and W. D. Deckwer, “Design 
parameters estimations for bubble column reactors,” AIChE J., vol. 28, 
no. 3, pp. 353–379, 1982, doi: 10.1002/aic.690280302. 

[2] K. C. Ruthiya et al., “Detecting regime transitions in slurry bubble 
columns using pressure time series,” AIChE J., vol. 51, no. 7, pp. 1951–
1965, 2005, doi: 10.1002/aic.10474. 

[3] G. Matsui, “Identification of flow regimes in vertical gas-liquid two-
phase flow using differential pressure fluctuations,” Int. J. Multiph. 
Flow, vol. 10, no. 6, pp. 711–719, 1984, doi: 10.1016/0301-
9322(84)90007-7. 

[4] G. B. Wallis, One-dimensional two-phase flow. New York, 1969. 
[5] C. Tang and T. J. Heindel, “Estimating gas holdup via pressure 

difference measurements in a cocurrent bubble column,” Int. J. Multiph. 
Flow, vol. 32, no. 7, pp. 850–863, 2006, doi: 
10.1016/j.ijmultiphaseflow.2006.02.008. 

[6] A. Shafquet, I. Ismail, and M. N. Karsiti, “Study of void fraction 
measurement in a two phase flow by using differential pressure and 
Electrical Capacitance Tomography,” in AMS2010: Asia Modelling 
Symposium 2010 - 4th International Conference on Mathematical 
Modelling and Computer Simulation, 2010, pp. 408–413, doi: 
10.1109/AMS.2010.87. 

[7] A. H. A. M. Hasan, “Measurement of a void fraction in bubbly gas-water 
two phase flows using differential pressure technique,” Appl. Mech. 
Mater., vol. 152–154, pp. 1221–1226, 2012, doi: 
10.4028/www.scientific.net/AMM.152-154.1221. 

[8] J. Jia, A. Babatunde, and M. Wang, “This is a repository copy of Void 
Fraction Measurement of Gas-Liquid Two-Phase Flow from Differential 
Pressure. Void Fraction Measurement of Gas-Liquid Two-Phase Flow 
from Differential Pressure,” Flow Meas. Instrum., vol. 41, pp. 75–80, 
2015, doi: 10.1016/j.flowmeasinst.2014.10.010. 

[9] S. Kara, B. G. Kelkar, Y. T. Shah, and N. L. Carr, “Hydrodynamics and 
Axial Mixing in a Three-phase Bubble Column,” Ind. Eng. Chem. 
Process Des. Dev., vol. 21, no. 4, pp. 584–594, 1982. 

[10] A. Zeghloul, H. Bouyahiaoui, A. Azzi, A. H. Hasan, and A. Al-sarkhi, 
“Experimental Investigation of the Vertical Upward Single- and Two-
Phase Flow Pressure Drops Through Gate and Ball Valves,” J. Fluids 
Eng., vol. 142, no. February, pp. 1–14, 2020, doi: 10.1115/1.4044833. 

[11] A. Zeghloul, A. Messilem, N. Ghendour, A. Al-sarkhi, A. Azzi, and A. 
Hasan, “Theoretical study and experimental measurement of the gas 
liquid two-phase flow through a vertical Venturi meter,” Proc IMechE 
Part C J Mech. Eng. Sci., vol. 0, no. 0, pp. 1–18, 2020, doi: 
10.1177/0954406220947118. 

[12] A. Zeghloul, A. Azzi, F. Saidj, A. Messilem, and B. J. Azzopardi, 
“Pressure Drop Through Orifices for Single- and Two-Phase Vertically 
Upward Flow - Implication for Metering,” J. Fluids Eng. Trans. ASME, 
vol. 139, no. 3, pp. 1–12, 2017, doi: 10.1115/1.4034758. 

[13] A. Zeghloul, A. Azzi, A. Hasan, and B. J. Azzopardi, “Behavior and 
pressure drop of an upwardly two-phase flow through multi-hole 
orifices,” Proc. Inst. Mech. Eng. Part C J. Mech. Eng. Sci., vol. 232, no. 
18, pp. 3281–3299, 2018, doi: 10.1177/0954406217736081. 

[14] F. Saidj, A. Hasan, H. Bouyahiaoui, A. Zeghloul, and A. Azzi, 
“Experimental study of the characteristics of an upward two-phase slug 
flow in a vertical pipe,” Prog. Nucl. Energy, vol. 108, no. June, pp. 428–
437, 2018, doi: 10.1016/j.pnucene.2018.07.001. 

[15] A. Messilem, A. Azzi, A. Zeghloul, F. Saidj, H. Bouyahiaoui, and A. Al-
sarkhi, “Single- and two-phase pressure drop through vertical Venturis,” 
Proc. Inst. Mech. Eng. Part C J. Mech. Eng. Sci., vol. 0, no. 0, pp. 1–11, 
2020, doi: 10.1177/0954406220906424. 

[16] H. Bouyahiaoui, A. Azzi, A. Zeghloul, A. H. Hasan, A. Al-Sarkhi, and 
M. Parsi, “Vertical upward and downward churn flow: Similarities and 
differences,” J. Nat. Gas Sci. Eng., vol. 73, pp. 1–14, 2020, doi: 
10.1016/j.jngse.2019.103080. 

[17] G. Costigan and P. B. Whalley, “Slug flow regime identification from 
dynamic void fraction measurements in vertical air-water flows,” Int. J. 
Multiph. Flow, vol. 23, no. 2, pp. 263–282, 1997, doi: 10.1016/s0301-
9322(96)00050-x. 

[18] O. Shoham, Mechanistic Modelling of Gas–Liquid Two-Phase Flow in 
Pipes. USA, 2006. 

Table. I 
RMS AND ABE (%) OF VOID FRACTION FOR DIFFERENT FLOW REGIMES 

 RMS ABE 

Bubbly 3.63% 2.57%  

Slug 10.75% 8.55%  

Churn 12.01% 9.39%  

 



75 ENP Engineering Science Journal, Vol. 1, No. 2, December, 2021  

 

[19] B. J. Azzopardi, H. K. Do, A. Azzi, and V. Hernandez Perez, 
“Characteristics of air/water slug flow in an intermediate diameter pipe,” 
Exp. Therm. Fluid Sci., vol. 60, pp. 1–8, 2015, doi: 
10.1016/j.expthermflusci.2014.08.004. 

            

                              Ammar ZEGHLOUL received the Ph.D. 
degree in Mechanical Engineering Energy 
Mechanics option, from University of 
Sciences and Technology Houari 
Boumediene (USTHB), Algiers. Algeria. in 
2016.  He is currently a lecturer at the 
Department of preparatory cycle, Ecole 
Nationale Polytechnique (ENP) in Algiers, 

Algeria. and member of Laboratory of multiphase Transport 
and Porous Media, LTPMP-USTHB. His main research 
interests are in multiphase flow assurance which  applications 
in oil and gas industry. 

Abdelwahid Azzi is Professor and Director 
of research at the University of Sciences and 
Technology Houari Boumedien, Algiers 
(USTHB). He carried a large part of his 
Ph.D. thesis at the Technical University of 
Hamburg Harburg (TUHH), Germany. After 
the accomplishment of his PhD, he was 
appointed at the same university (TUHH) for 

conducting researches on the sudden depressurization of two-
phase foaming flow from a chemical reactor. Then he re-joined 
the USTHB University where he led for several years the Two-
phase flow group in the Multiphase Flow and Porous Media 
Laboratory Flow and Porous Media Laboratory LTPMP 
(USTHB). During more than 30 years of research he was 

involved in several research activities most of them linked to 
multiphase flow. These activities find application in oil and gas 
production/transportation, design and safety process of 
chemical plants, wastewater treatment, thermal hydraulic plants 
and solar energy. 

Nabil GHENDOUR received his M.Sc. 
degree in aeronautic engineering from the 
Institute of Aeronautics and Space Studies, 
Blida, Algeria, in 2015. He is currently 
pursuing the Ph.D. degree in mechanical 
engineering at the University of Sciences 
and Technology Houari Boumedien 
(USTHB), Algiers, Algeria. His research 

topics includes conductive sensing, sensor modeling and 
multiphase flow. He involved in several research works linked 
to multiphase flow measurement. 
 

Abdallah Sofiane Berrouk was awarded 
a Ph.D. degree from The University of 
Manchester (UK) in the area of 
Computational Fluid Dynamics (CFD) and 
turbulence modelling. Before joining the 
Petroleum Institute in Abu Dhabi (PI) in 
October 2008, he worked as Senior 
Research/Teaching Associate at City 
University of Hong Kong. He has twelve 

years of university lecturing experience. He taught different 
courses in different departments both at the undergraduate and 
graduate levels. 
 

 


