
People's Democratic Republic of Algeria 
         Ministry of Higher Education and Scientific Research 

 
Ecole Nationale Polytechnique 

Department of Electronics 
Laboratory of Communication Devices 

and Photovoltaic conversion 
 
 
 

 

PhD Thesis 
In Electronics 

 

 
Presented by: 

Selim Sahrane 

 

Study of the realization of a Non-Intrusive Load 

Monitoring System   

 

 

 
Thesis defended on December the 1st before the jury composed of: 

A. BELOUCHRANI   Professor, ENP    President 

M. HADDADI    Professor, ENP    Advisor 

M. ADNANE    Professor, ENP    Co-advisor 

L. HAMAMI     Professor, ENP    Examiner 

L. HASSAINE    DR, CDER    Examiner 

F. CHEKIRED     MRA, UDES    Examiner 

 

 

 

ENP-2021Le 





People's Democratic Republic of Algeria 
         Ministry of Higher Education and Scientific Research 

 
Ecole Nationale Polytechnique 

Department of Electronics 
Laboratory of Communication Devices 

and Photovoltaic conversion 
 
 
 

 

PhD Thesis 
In Electronics 

 

 
Presented by: 

Selim Sahrane 

 

Study of the realization of a Non-Intrusive Load 

Monitoring System   

 

 

 
Thesis defended on December the 1st before the jury composed of: 

A. BELOUCHRANI   Professor, ENP    President 

M. HADDADI    Professor, ENP    Advisor 

M. ADNANE    Professor, ENP    Co-advisor 

L. HAMAMI     Professor, ENP    Examiner 

L. HASSAINE    DR, CDER    Examiner 

F. CHEKIRED     MRA, UDES    Examiner 

 

 

 

ENP-2021Le 



République Algérienne Démocratique et Populaire 
         Ministère de l’Enseignement Supérieur et de la Recherche Scientifique 

 
Ecole Nationale Polytechnique 

Département d’Electronique 
Laboratoire des Dispositifs de Communication  

et de Conversion Photovoltaïque 
 
 
 

 

Thèse de Doctorat 
En Electronique 

 

 
Présentée par : 

Selim Sahrane 

 

Etude de la réalisation d’un système NILM  

(Non-Intrusive Load Monitoring) 

 

 

 
Soutenue le 1er décembre devant le jury composé de : 

A. BELOUCHRANI   Professeur, ENP   Président 

M. HADDADI    Professeur, ENP   Directeur 

M. ADNANE    Professeur, ENP   Co-directeur  

L. HAMAMI     Professeur, ENP   Examinateur 

L. HASSAINE    DR, CDER    Examinateur 

F. CHEKIRED     MRA, UDES    Examinateur 

 

 

 

ENP-2021Le 



 :ملخص

ة تنتاج استهلاك الطاقة الكهربائيإلى اس ، تفصيل الطاقة أو الحمل تفصيل( ، والتي تسمى أيضًا ، NILMتهدف مراقبة الحمل غير المتطفلة )

في المباني السكنية والتجارية.  NILMمن الطاقة الإجمالية. تحد العديد من التحديات من نشر أنظمة كل جهاز كهربائيي من طرف المستهلكة 

الكهربائية  هزةالأجمستهدفة في سياقنا غيرال هزةالأجغير مستهدفة. تمثل  جهزةفي هذا العمل نتعامل مع حالة تفصيل الطاقة في وجود أ

ي هذا فة. الإجماليلطاقة ا إلىيضيف استهلاكها  هزةه الأجذلكن ه. وNILMالتي ليس لدينا ملصقات لها أثناء مرحلة التدريب لخوارزمية 

. NILMغير المستهدفة على أداء تصنيف  هزةالأجتأثير  ندرسعلى نهج التصنيف متعدد العلامات و تفصيل الطاقةل، نقدم طريقة العمل

 أداء التصنيفعلى تأثيرال. وجدنا أيضًا ارتباطًا مهمًا بين NILMأداء تصنيف غير المستهدفة يمكن أن تؤثر سلباً على  هزةالأجنظهر أن 

NILM غيرالمستهدفة. يتم الحصول على النتائج باستخدام  هزةالأجطاقات  المستهدفة و هزةالأجطاقات بين توزيعات معامل التداخل  و

 متاحة للجمهور.لقياسات الطاقة مجموعة بيانات 

 ، معامل التداخل ، تفصيل الأحمال ، الأحمال غير المستهدفة. NILM الكلمات المفتاحية:

 

Résumé  

Le Non-Intrusive Load Monitoring (NILM), aussi appelé, désagrégation de charge, a pour but d’inférer 

l’énergie consommée par chaque appareil ou charge électrique à partir du signal de la puissance globale. 

Plusieurs challenges limitent le déploiement des systèmes NILM dans les bâtiment résidentiels et 

commerciaux. Dans le présent travail, nous traitons le cas de la désagrégation de charge en présence de 

charges non-ciblées. Les charges non-ciblées sont les charges électriques pour lesquelles nous ne disposons 

pas de labels durant la phase de l’entrainement de l’algorithme NILM. Or, ces charges peuvent exister dans 

un cas réel, et la consommation de ceux-ci s’ajoute au signal de la puissance globale. Dans ce travail, nous 

présentons notre méthode de désagrégation de charge basée sur une approche de classification multi-label, 

et étudions l’impact des charges non-ciblées sur la performance de désagrégation. Nous montrons que les 

charges non-ciblées peuvent négativement affecter la performance de désagrégation des systèmes NILM. 

Nous avons aussi trouvé une corrélation significative entre l’impact sur la performance de désagrégation et 

le coefficient de chevauchement entre la distribution de puissance des charges ciblées et la distribution de 

puissance des charges non-ciblées. Les résultats sont obtenus utilisant un jeu de données de mesures de 

puissance disponible publiquement.  

Mots-clés : NILM, coefficient de chevauchement, désagrégation de charge, charges non-ciblées.  

 

Abstract  

Non-Intrusive Load Monitoring (NILM), also called, load disaggregation aims to infer load level electrical 

energy consumption from the aggregate power signal. Several challenges are limiting the deployment of 

NILM systems in residential and commercial buildings. In this work, we treat the case of energy 

disaggregation in the presence of non-targeted loads. Non-targeted loads in our context stand for electrical 

loads for which we do not have labels during the training phase of the NILM algorithm. However, those 

loads may exist in a real-world scenario, and their power consumption adds to the aggregate power signal. 

In this work, we present our load disaggregation method based on a multi-label classification approach and 

study the impact of non-targeted loads on the NILM disaggregation performance. We show that the non-

targeted loads can negatively affect the disaggregation performance of NILM systems. We also found a 

significant correlation between the disaggregation performance impact and the overlapping coefficient 

between the targeted and non-targeted loads’ power distributions. Results are obtained using a publicly 

available dataset of power measurements. 

Keywords: NILM, overlapping coefficient, load disaggregation, non-targeted loads. 
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GENERAL INTRODUCTION

The worldwide increase in energy demand and climate change has resulted in new

technologies which aim to reduce the use of fossil fuels as well as reducing the overall

energy consumption. If actions are not undertaken, the CO2 emissions will double

by 2050 [9]. Residential buildings consume up to 40% of total energy [9]. Studies

show that consumers don’t know the necessary actions which will reduce their en-

ergy bill [10]. Furthermore, 55.2% of people do prefer reducing the usage of inefficient

appliances while only 11.7% prefer replacing their old appliances. This highlights the

importance of providing relevant feedback information to the consumer on his en-

ergy consumption. The most common type of feedback is provided through energy

bills (e.g., KWatt/hour) [10] which does not provide detailed information to the user.

The effect of energy feedback on household consumption is covered in detail in [11].

Furthermore, providing appliance-level consumption information can result in more

than 12% of energy savings [12] [13] [14].

Non-intrusive load monitoring (NILM) also called load or energy disaggregation

aims to infer the energy consumption of single appliances from the aggregate energy

use measured at the power source interface [1]. One instrumented point is sufficient

to get the energy consumption of each appliance. Intrusive load monitoring (ILM)

on the other hand uses one measuring system for each appliance which has the ad-

vantage to be more accurate but is more expensive and difficult to deploy at a large
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scale. This is why NILM is preferred when it comes to load disaggregation [15]. Each

type of appliance or electrical load is different in the way it consumes electricity due

to its internal circuitry and therefore has what is called “an appliance signature” [1].

A NILM system will typically rely on machine learning and signal processing tech-

niques in order to extract features from each appliance’s signature and to disaggregate

the total energy signal by identifying different signatures.

The goal of our thesis work is to study and simulate the different steps of a Non-

Intrusive Load Monitoring system using real power measurements using the Python

programming language.

Thesis Organization

The thesis is organized as follows:

Chapter 1 presents the general problem of load disaggregation.

Chapter 2 discusses NILM state of the art methods.

In Chapter 3, we describe our multiclass classification approach to load disaggre-

gation.

In, Chapter 4, we describe our multi-label-based disaggregation method.

In, Chapter 5, we present our event-detection method based on a data clustering

algorithm.

Chapter 6 treats our near real-time Non-Intrusive Load Monitoring approach using

multi-label classification and multi-output regression.

In Chapter 7, we study the effect of non-targeted loads on the performance of

NILM systems.

Finally, a General Conclusion summarizes the thesis, and highlights the main con-

tributions of the research. It also contains recommendations for future works.

14
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Chapter 1. Introduction to the NILM problem

1.1 Introduction

The constant increase in energy consumption and carbon dioxide emissions has in-

ducted the need to find solutions to reduce global energy consumption. Studies have

shown that buildings’ electricity consumption can be reduced by up to 15% using

energy management methods [13]. Non-intrusive load monitoring aims to reduce

electricity consumption by providing appliance-level consumption feedback to users.

Providing household users with this type of feedback can be an effective solution to

reduce energy consumption in buildings [16].

In this chapter, we describe the NILM problem. Then, we give a brief history

of the NILM and discuss the most important works in the literature that helped the

advancement of NILM.

Figure 1.1: Figure showing the working principle of a NILM system.

1.2 NILM working principle

Each appliance or electrical load, in general, has specific internal hardware that re-

sults in unique power draws and consumption patterns. These patterns are called
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1.3. NILM methods categorization

Figure 1.2: Consumption patterns of different loads in the aggregate signal [1].

"electrical signatures" [1] and are the core concept of NILM. NILM methods identify

appliances by detecting these patterns in the aggregate signal of a household. The

detection of these patterns is accomplished using various techniques from different

fields like signal processing and machine learning to name a few. Usually, signal

processing methods are used to preprocess the aggregate and ground-truth signals

before constructing a learning model capable of identifying each targeted appliance

from the aggregate signal of a given household. Figure 1.2 shows an example of how

different electrical loads present in a household contribute to the aggregate power

signal. Figure 1.1 illustrates the working principle of NILM system.

1.3 NILM methods categorization

George Hart introduced NILM in 1992 [1]. In his work, Hart showed that we could

identify appliances by using their electrical load signatures. Since then, different

approaches have been proposed to improve NILM performance. In [17], the authors

give a detailed review of NILM methods. These approaches can be grouped according

to different criteria, depending on whether they are event-based or not, depending on

the statistical learning paradigm used or depending on the granularity of the data

17
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Figure 1.3: Representation of an appliance’s consumption states using a Markov chain [2].

used for the development of the NILM approach.

1.3.1 Event-based/eventless

NILM methods can be grouped into event-based and eventless approaches [18]. Event-

based methods use a discriminative learning model to approach the NILM prob-

lem. Contrarily, eventless methods use a generative approach. Event-based methods

extract features from relevant events in the aggregate signal, like operational state

changes of appliances [19] and power ON/OFF transients [20]. Then, event-based

methods train a classifier to identify each targetted appliance/load using the previ-

ously extracted features. Eventless methods, on the other hand, assign each aggre-

gated power sample to one target. The target may be a device or a combination of

different devices. For that, Eventless methods use probabilistic and Bayesian meth-

ods like Hidden Markov Models (HMMs). The HMMs model the power signal of

each appliance from ground truth data. For the inference step, eventless methods use

an optimization method. The authors in [21] use the Viterbi algorithm to infer each

appliance’s state. Figure 1.3 shows how Markov chains are used to model appliances.

1.3.2 Learning paradigm

In addition to the previous categorization, one can make a distinction on the learning

paradigms. Supervised learning consists of learning a prediction function by us-

ing so-called labeled or annotated data. There are two types of supervised learning.

Regression, which consists in learning to predict quantitative variables, and classifica-

tion, which consists in learning to predict qualitative variables. Supervised learning

is the most commonly used approach as different open datasets have become avail-
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able during the last decade. In [22] existing NILM datasets are reviewed. Supervised

methods use labeled data to train and test a classifier. Some commonly used su-

pervised techniques in the literature are K-Nearest Neighbours (k-NN) [23], Support

Vector Machines (SVM) [24], Deep Neural Networks [25].

Unsupervised learning, unlike supervised learning, attempts to learn a prediction

function with unlabeled data. This type of approach is also used as a preprocessing

tool in some cases. Unsupervised learning is generally used for solving problems of

data partitioning, estimation of data density distributions, or dimensionality reduc-

tion. In NILM, unsupervised learning methods don’t require a training phase but

instead use clustering methods [26] and Hidden Markov Models (HMMs) to model

each appliance’s state [27]. In addition to supervised and unsupervised methods,

the literature has explored the semi-supervised approach. For instance, the authors

in [28] designed general appliance models by training data from a set of houses. In

addition, they used aggregate data from other habitations to infer the energy usage

of each appliance.

1.3.3 Data granularity

Data granularity refers to the frequency with which data acquisition is performed.

Primarily, two types of data are necessary for the development of a supervised NILM

solution. The measurement data of the aggregate signal magnitudes (power, current,

etc.), and the ground truth data corresponding to the measurements of the consump-

tion magnitudes of each device targeted by the NILM solution. This data is considered

to be a high sample rate data if it is obtained with a sample rate greater than 1Hz.

The granularity of the data directly influences the choice of attributes to be used for

the design of the learning model. Indeed, in high-frequency or high-resolution data

(high-frequency data), more information can be extracted, due to the large number

of events contained in the signals. The disadvantages associated with this category

of data are the cost of storage necessary to store the large number of data generated,

and the relatively high computing power to process this data.
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Figure 1.4: Figure showing the operating cycle of a refrigerator from the REDD dataset [3].

1.4 Load types

Load types define according to the consumption patterns of different electrical loads.

We find four types of loads. Namely, On-Off, finite state machines (FSM), continu-

ously variable, and permanent consumer loads [29].

1.4.1 On-Off loads

On-Off or two-states loads have only two consumption states, the state of operation

(On) and state of non-operation (Off) of the load. Light bulbs and water pumps are

examples of the On-Off load type. Figure 1.4 shows an example of the operating cycle

of a refrigerator.

1.4.2 Finite state machine (FSM) loads

Finite state machines (FSM) are loads that have a finite number of operating states.

Each state corresponds to the power consumption of the individual components that

constitute a given appliance, like the water pump, and heating element of a washing
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Figure 1.5: Figure showing the operating cycle of a dishwasher from the REDD dataset [3].

machine or a dishwasher. Figure 1.5 shows an example of the operating cycle of a

dishwasher.

1.4.3 Continuously variable loads

Continuously variable loads, in contrast to finite state machines, have unpredictable

operating states. For instance, a computer’s power draw depends on the microproces-

sor’s operating load that continuously varies according to the user’s activity. Figure

1.6 shows an example of the operation of a laptop. Another example of this type of

load is the printer. A printer’s power consumption patterns depend on parameters

like the content (text and images) to print on a given sheet and the format of the sheet

used.

1.4.4 Permanent consumer loads

Permanent consumers are loads that are always On with approximately constant

power draw. Examples of devices in this category include hard-wired smoke alarms

and internet routers (modems). Figure 1.7 shows an example of the power draw of
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Figure 1.6: Figure showing the operating cycle of a laptop from the ECO dataset [4].

smoke alarms.

1.5 Features

Features or signatures are properties found in the signal we want to identify. In load

disaggregation, the goal is to find distinctive features that best represent each targeted

appliance/load. In NILM literature, we find three types of features, namely, steady-

state features, transient features, and non-traditional features [30] [31].

1.5.1 Steady-state features

These types of features are extracted from the steady-state portion of the signal. The

kind of extracted features depends on the granularity of data. For instance, the varia-

tions in Real Power (P), and Reactive Power (Q) are commonly used in low-frequency-

based NILM methods. In high-frequency-based NILM methods, current harmonics

are used for their superior discriminative capabilities, but at the expense of higher

implementation costs. [32].
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Figure 1.7: Figure showing the power draw of smoke alarms from the REDD dataset [3].

1.5.2 Transient features

Transient features are only extracted from high-frequency data because transients re-

quire a high sampling frequency to be measured. High-frequency data provides more

information (details) about loads’ signatures, which allows a more accurate model

construction. Transient features are a better characterization of a given load in com-

parison to steady-state features. Steady-state features suffer from the overlap between

different loads, which makes them less efficient than transient features. The draw-

backs of this type of feature are the high implementation costs needed for storage

and processing. Examples of transient features are the transient’s duration, spectral

envelopes, and current sikes values.

1.5.3 Non-traditional features

To improve the disaggregation performance, NILM researchers have explored differ-

ent features, such as the use of ON-Duration Distribution and OFF-Duration Shape

in [27], or the use of the time of the day in [33].
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Table 1.1: "Table showing some NILM datasets and theiir attributes."

Name Origine Coverage time
N° of

houses

Ground truth

resolution

Aggregate

resolution

REDD [3] USA 3-19 days 6 3 s 1 s & 15 KHz

AMPds [34] Canada 1 year 1 1 min 1 min

UK-DALE [35] UK 3-17 months 4 6 s 1-6 s & 16 KHz

ECO [4] Switzerland 8 months 6 1 s 1 s

1.6 Datasets

To develop NILM methods, we need aggregate measurements and ground truth mea-

surements data. Ground truth data are measurements obtained by measuring each

targeted load’s consumption. Several acquisition systems are required to get these

data, as each targeted load/appliance demands a dedicated acquisition system. Dur-

ing the last decade, a considerable number of datasets have been published. Their

role is to facilitate research in the field of NILM by providing researchers with real

consumption data acquired in different homes. Among these datasets, some are high

frequency, while others are low frequency. In addition, some are more suitable for

a certain type of NILM approach, such as event-driven approaches for example. Ta-

ble 1.1 shows the characteristics of some of the NILM datasets. A review of existing

NILM datasets is found in [22].

1.7 NILM performance evaluation metrics

Metrics are measures of the performance of an algorithm or method in general. Thus,

a performance metric should reflect the behavior of an algorithm under different con-

ditions. The metric choice depends mainly on the nature of the problem at hand

and the desired end goal. Usually, a learning model development uses training, val-

idation, and testing sets. The performance of the algorithm is computed using each

set to evaluate the generalization capability of the algorithm. In NILM performance
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evaluation two sets are commonly used, referred to as training and testing sets. Also,

the choice of metrics varies considerably, making the comparison of different NILM

methods challenging. A fair comparison between different NILM approaches, even

with the usage of the same evaluation metric, is nearly impossible due to incomplete

or missing problem definitions [36]. Event-based methods use two metrics to evaluate

both the event detection and energy estimation steps. Eventless NILM methods, on

the other hand, are only interested in the energy estimation error because no event

detection step is involved. An in-depth review of NILM performance metrics is found

in [22]. Figure 1.8 shows the steps of the development of a NILM learning model. We

observe that model development is an iterative process that aims to find the hyper-

parameters that result in the best performance of the learning model. First, initial

parameter values are fed to the learning algorithm. Second, the algorithm is trained

then tested using training and testing sets. Here, training and testing sets refer to data

after preprocessing and feature selection rather than the raw data. Thrid, training, and

testing performance are computed using the same metric(s). Finally, the obtained re-

sults are evaluated to decide if the model needs further improvements. Evaluation of

NLIM methods and used metrics have been treated in several articles, like in [37] and

citepereira2018performance. We kindly invite the reader towards these references for

additional information about this subject.

1.8 Conclusion

In this chapter, we introduced the general problem of load disaggregation. We de-

scribed the working principle of NILM methods and presented the different ap-

proaches found in the literature. We also discussed the datasets used in NILM re-

search and explained the NILM design and evaluation process.
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Training Testing

Training set Testing set

Metric(s) calculation Metric(s) calculation

Results evaluation

Hyper-parameter(s)
setting

Figure 1.8: Block diagram showing the learning model development process for NILM.
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2.1 Introduction

Non-Intrusive Load Monitoring has been around for almost thirty years. All along

this period, a plethora of methods has been proposed in the literature. In the last

decade, most of the proposed approaches rely on probabilistic models, machine learn-

ing and deep learning methods. In this chapter, we review the approaches that have

contributed the most to the state-of-the-art.

2.2 Hart’s method

Hart’s load disaggregation method laid the foundations of NILM research. Other

existing methods in the literature seek to improve the disaggregation performance

by exploring different approaches. Hart, in his work [1], described two different

versions of his proposed NILM algorithm. The first being the Manual-Setup-NILM

(MS-NILM) which is a supervised learning implementation of his NILM algorithm,

and the Automatic-Setup-NILM (AS-NILM), which is an unsupervised learning im-

plementation of his NILM algorithm. As seen in figure 2.1. In step A (see figure 2.1),

the average active and reactive power and RMS voltage are measured over 1-second

intervals. In step B, the measured average active and reactive power are normalized

to counter-react the voltage variations due to electrical grid operation. In step C,

the time/index and the size of each operational state change are extracted from the

aggregate power signals. In the case of the AS-NILM, the extracted step changes val-

ues are clustered in step D. The clustering algorithm locates the power changes in a

two-dimensional feature space of active and reactive power. In step E, positive and

negative clusters of similar magnitudes are paired and the remaining events and clus-

ters are matched to existing or new clusters using a best-likelihood algorithm. Figure

2.2 shows the obtained clusters. In step F, the obtained clusters from the aggregate

signal are associated with known operating state values obtained from the ground

truth of each targeted load. In step G different statistics are computed to desctibe the

energy consumption of each load in the household and when each load was active.

This information is in turn used in step H to manually label each targeted load. This
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Figure 2.1: Bloc diagram showing the different steps of Hart’s NILM algorithm [1].

last step as well as steps D and E are not required in the MS-NILM, as this step are

executed in a supervised learning manner.

2.3 Hidden Markov Models based methods

As discussed in chapter 1, NILM methods categorize into event-based and eventless.

For eventless approaches, the Factorial Hidden Markov Model (FHMM) [38], has been

applied to the problem of load disaggregation in [27] as a probabilistic model for the

aggregate signal. Factorial HMMs allow modeling multiple independent hidden state

sequences. In the context of NILM, this is equivalent to modeling each targeted load
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Figure 2.2: Data clusters of each load in the complex power space (P-Q) [1].

by a unique Hidden Markov Model (HMM). In HMMs, patterns are thought of as

a product of sources that act statistically. The goal is to model the sources. A state

vector is used to model the underlying behavior of a data source. The output of these

states is modeled through an emission probability distribution. Moreover, power sig-

nals can be characterized as composed of stationary stochastic processes and a typical

HMM is known for modeling the combination of stationary stochastic processes [5].

For instance, in [5], each targeted load is modeled using an individual HMM. The

individual HMMs are then merged into a single HMM that can describe the com-

bined power (i.e. the aggregate power). The states of each HMM are used to model

the steady states (i.e. operational states) of each targeted load. The state transition

probabilities of the HMM are used to model the transitions between the processes

(i.e. operational state changes). As shown in figure 2.3. Each state of the combined

load HMM model representing the aggregate power is modeled as a combination of

the individual operating states of each load at a given instant. For inference, given

a combined load profile the Viterbi algorithm is used to decode the combined load

profile into individual load states. The authors in [27] used the FHMM and other

of its variants to investigate the effectiveness of several unsupervised disaggregation
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methods on low-frequency power measurements collected in real homes. The authors

found that the Conditional Factorial Hidden Semi-Markov Model (CFHSMM), which

integrates additional features related to when and how appliances are used, allows a

better representation of the power use of individual appliances. They also found that

CFHSMM outperformed the other unsupervised disaggregation methods. Another

unsupervised method is proposed in [39]. The authors used the Additive Factorial

Hidden Markov Model, which is a special case of the FHMM where the output is

an additive function of the different hidden states. In addition, they encoded the

difference signal of the aggregate signal (amount of the variation) by modifying the

FHMM. The resulting algorithm, referred to as AFAMAP (Additive Factorial Approx-

imate MAP), combines the two FHMM models (additive and difference FHMM) into

a single joint problem. The motivation to use approximate inference instead of exact

inference is because, as the number of devices to disaggregate grows, the evaluation

of all the possible HMM evolutions that could have generated the aggregate output

implies an increase in the computational complexity of the disaggregation process.

Therefore, the authors proposed an algorithm called Additive Factorial Approximate

MAP (AFAMAP) which can bypass the unreachable exact inference through the ap-

proximation of the Maximum A Posteriori Probability [40]. A variant of the pre-

viously described difference FHMM was used in [21] to develop generic appliance

models that are used to disaggregate the energy of common high-energy consuming

appliances in an unsupervised way. Each appliance is represented as a probabilistic

graphical model (i.e. the difference FHMM). A training process is used to learn the

parameters of each model from the aggregate power using the expectation maximiza-

tion algorithm. For the disaggregation step, an extension of the Viterbi algorithm is

used to extract the targeted appliance’s power signal from the aggregate signal. The

extracted signal is then subtracted from the aggregate power signal. The same process

is applied for each modeled appliance.
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Figure 2.3: Figure showing how an HMM is used to model the power consumption of a refregirator [5].

2.4 Sparse Coding-based methods

Sarse coding methods, also referred to as dictionary learning, model each load’s signal

as a sparse linear combination of the atoms of an unknown dictionary. A discrimi-

native approach is then used to learn the sparse coefficients and the dictionary for

each device. For instance, in [41], a sparse coding approach is used to disaggregate

low-resolution, hourly aggregate data. The sparse coding algorithm is used to learn

a model of each device’s power consumption over a typical week, then these learned

models are combined to predict the energy consumption of each load from the aggre-

gate signal alone. In [42] the energy consumption of each device is modeled using a

mixture of dynamical models corresponding to different operation modes of the de-

vice. Then, the signature consumption patterns are found by defining an appropriate

dissimilarity between pairs of energy snippets and selecting representative snippets,

which are referred to as "powerlets". In [43] and [7], instead of learning one level

of a dictionary, the proposed method learns multiple layers of dictionaries for each

device. These multi-level dictionaries are used as a basis for source separation during

disaggregation.
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2.5 Deep Learning-based methods

Deep learning allows computational models that are composed of multiple process-

ing layers to learn representations of data with multiple levels of abstraction. These

methods have dramatically improved the state-of-the-art in speech recognition, visual

object recognition, object detection, and many other domains [44]. The advances in

the hardware design of graphical processing units (GPU) and the creation of tensor

processing units (TPU) contributed significantly to the rapid improvement of Deep

Learning state of art methods. As most researchers in other fields, NILM researchers

explored the benefits of applying Deep Learning. For instance, the use of Deep Learn-

ing methods was first proposed in [45]. The authors tested three architectures. The

first is a long short-term memory (LSTM) which is a type of recurrent neural net-

work (RNN), the second is a denoising autoencoder (dA), and the third architecture

is a network that regresses the start time, end time, and average power demand of

each appliance activation. The authors found that Deep Learning networks presented

the advantage of generalization over unseen houses and that LSTMs worked bet-

ter on two-state appliances than on multi-state appliances. In [46] an auto-encoder

and LSTM architecture similar to the one used in [45] were presented. The pro-

posed LSTM architecture contains more CNN layers to extract more representative

features from the power signal. The authors reported poor performance for the auto-

encoder and superior performance of their LSTM architecture compared to previ-

ous works. All these Deep Learning methods, as well as other similar ones, used a

sequence-to-sequence mapping approach to model the load disaggregation problem.

The "seq2point" method proposed in [6], introduced a sequence-to-point approach

where each input window is mapped to a point. In other terms, the proposed network

seeks to predict the middle point of any given input window. The authors reported

state-of-the-art performance. In [47], the nature of the NILM problem is converted

into an image classification problem. The authors considered voltage-current (VI) tra-

jectories that were already treated in previous works but treated them as weighted

pixelated VI images that can be used as inputs for a CNN. The proposed method was

evaluated on different datasets than the ones used by previous state-of-the-art Deep
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Learning methods, which makes a fair performance comparison difficult. VI trajectory

images were also used in [48] with siamese neural networks for detecting previously

unidentified appliances in an automated way. The siamese neural network is used to

find a new, lower dimensional feature space where samples of the same appliance are

clustered (i.e. near to each other). The DBSCAN clustering algorithm is then used to

detect outlier samples that don’t belong to any cluster. These samples are then labeled

as ‘unidentified’. In [49], an approach for hourly energy breakdown based on a tree-

structured CNN model is presented. Each CNN learns to recognize a single targeted

load, then a tree is used for iterative energy breakdown. At each iteration, a source

is subtracted from the aggregate, similar to the approach used in [21]. The result-

ing signal is then used as input to recognize the designated appliance. A multi-label

deep learning method was proposed in [50]. Multi-label classification was already

treated in the literature, as we will see in the next section. A Generative Adversarial

Network (GAN) was used in [51] to improve Kelly’s denoising autoencoder [45] by in-

tegrating the generator of a GAN into Kelly’s denoising autoencoder’s disaggregation

process to support a more accurate reproduction of appliance load sequences. In [52]

and [53], Federated Deep Learning was used to tackle the data privacy problem of

NILM systems. This problem intervein when data owners are asked to combine their

local data to train a deep neural network model. This process often involves legal

issues such as data privacy and security. The Federated Deep Learning framework

allows each client (i.e. household’s smart meter) to send model parameters instead

of data. The parameters are then aggregated to a central cloud server to update the

global deep learning model. An adaptation of the Bidirectional Encoder Representa-

tions from Transformers (BERT) [54] was proposed in [55]. The results show that the

self-attention mechanism and bidirectional transformer model are effective for NILM

tasks. An in-depth review of NILM Deep Learning-based methods is found in [56].
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2.6 Other methods

In [57] Graph Signal Processing (GSP) was adapted for the NILM problem. GSP is a

field where data is represented by a discrete signal indexed by a graph. The acquired

signal samples correspond to the graph nodes with cleverly defined weighted graph

edges. Then, classical signal processing concepts can be applied to these "graph sig-

nals" [58]. Multi-label classification was introduced in [59]. Multi-label classification

allows the mapping of input data to multiple classes/labels which is advantageous

in the case of NILM as we will see in chapter 4. In [60], Particle Filtering was intro-

duced. The authors used particle-filtering (PF) with a factorial hidden Markov model

(FHMM) for appliance state tracking. Conditional random fields (CRFs) were applied

to NILIM in [61]. CRFs are similar to HMMs but with a different nature. CRFs are dis-

criminative models, which maximize the conditional probability of observation and

state sequences [62]. In [63], the Extreme Learning Machine (ELM) neural network

was used. ELMs were introduced by Huang et al. in [64] for single-layer feed-forward

networks (SLFNs) to overcome problems with the back-propagation algorithm.

2.7 Conclusion

In this chapter, we reviewed the major NILM approaches and their appropriate meth-

ods. As in most research fields, in NILM, the approaches’ choice is influenced by

the obtained results in other research domains like speech recognition, natural lan-

guage processing (NLP), and image processing. Most of the methods we have seen in

this chapter focus on improving the disaggregation performance using, in most cases,

datasets that contain power measurements obtained from different households and

complex disaggregation methods. Although the state-the-art disaggregation perfor-

mance continues to improve, practical implementation considerations are still lacking,

as very few works account for the practicalities of NILM deployment.
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3.1. Introduction

3.1 Introduction

In this chapter, we present our approach to load disaggregation using multiclass clas-

sification. The goal of this work is to explore if a straightforward approach using

multiclass classification can give good disaggregation performance results. Also, this

work is our first attempt to load disaggregation. Therefore, it will serve as a starting

point in our NILM study. The remaining of this chapter is organized as follows: in

section 2, we formulate the load disaggregation problem, in section 3, the proposed

method is described in detail. In section 4, results are presented and a discussion is

made. Finally, a conclusion is given in section 5.

3.2 Problem formulation

Here we represent the aggregate power time series Sagg(t) as the algebraic sum of

each targeted load/appliance’s time series Si(t) with i = 1, .., N, and N the number of

targeted electrical loads, as shown in equation 3.1.

Sagg(t) =
N

∑
i=1

Si(t) + Snoise(t) (3.1)

Snoise(t) represents the noise time series which comprises measurement noise and

power contributions of other non-targeted loads/appliances. The goal of NILM is

to estimate the energy contributions of each targeted load, characterized by its time

series Si(t). Figure 3.1 shows an example of the aggregate and ground truth power

signals.

3.3 Proposed method

3.3.1 Method description

In this work, we use a mini-batch classification method to detect and estimate the

energy use of household appliances in near real-time. The mini-batches are obtained

by applying a moving window on power measurements sampled at a frequency of 1
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Figure 3.1: Figure showing an example of the aggregate power signal when only the fridge and dish-

washer are used.

Hz. The choice of used features is made to reduce the complexity of our classification

model. In this section, we discuss the data and features used to construct our model

and then describe the mini-batch classification method.

3.3.2 Data

We used the REDD dataset to test our methods. The Reference Energy Disaggrega-

tion Data Set (REDD) [3] is an open dataset released by MIT for NILM research. The

authors collected data from six houses located in Massachusetts, USA. The dataset

contains high-frequency and low-frequency measurements. The high-frequency mea-

surements represent the mains’ current and voltage waveforms. The low-frequency

measurements comprise power measurements for the mains and individual circuits.

For this work we considered Household 1 which contains active power measure-

ments over a period of 8 days. We used 80% of the signal for training and 20%

for testing. To compare our results with other methods, we considered 4 appliances

(fridge, washing machine, dishwasher, and microwave). Figure 6.2 shows the ative

power signal of each considered appliance during one day for household 1 and the

resulting aggregate signal. To be more specific, we report in Table 3.1 the number of

operating cycles used for training and prediction.
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Table 3.1: Number of operating cycles used for training and prediction

N° of operating

cycles for training

N° of operating

cycles for prediction

Fridge 513 153

Washing m. 55 31

Dish w. 102 33

Microwave 421 113

3.3.3 Feature extraction

A low frequency near real-time NILM should be able to identify household appliances

and estimate their energy usage by processing as little data as possible. Therefore, the

challenge is to find low computational cost and discriminative features, which can

produce acceptable mini-batch classification performance.

For each appliance, active power signal Sk
i (i = 1, 2, ..., n) (k = 1, 2, ..., K) with n

the total number of samples in the signal "S" and K the total number of appliances.

A window W of size "L" is used to compute various window statistics. The window

size value L = 100 was determined empirically. Windows with smaller size increase

the identification error. On the other hand, a larger L value affects negatively the

energy disaggregation. We choose window statistics, which are: mean, standard de-

viation (std), maximum (max), minimum (min), median (med) and variance (var).

The obtained vectors are Vmean, Vstd, Vmin, Vmax, Vmed, Vvar:

Vparameter,p = parameter(Wp) (3.2)

Wp =< SL(p−1)+1...SL.p > (3.3)

parameter = {mean, std, min, max, med, var} (3.4)
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P =
n
L

(3.5)

With Wp (p = 1, 2, ..., P) the pth window calculation and P the total number of

window calculations. A feature matrix X (see equation 3.6) is created with the ob-

tained vectors Vmean, Vstd, Vmin, Vmax, Vmed, Vvar. The target vector y (see equation 3.7)

contains the class label kp for each training instance Xp . The data matrix X with the

target vector y give the training matrix M as shown in equation 3.8.

X = [Vmean, Vstd, Vmin, Vmax, Vmed, Vvar] (3.6)

y =< k1...kp > (3.7)

M = [X, y] (3.8)

3.3.4 Feature selection

To choose the best discriminating features, we used a feature selection method based

on mutual information estimation [65], we then select the 3 most informative features.

The mutual information measures the dependency between two variables and is equal

to zero if the two variables are independent, higher values mean higher dependency.

In our case, the mutual information (MI) is computed between each feature and the

target variable y. Table 3.2 shows that the standard deviation (std), mean and maxi-

mum (max) values of the aggregate power in each window are the best discriminative

features.

Table 3.2: Results of the mutual information estimation for each feature Vparameter,i with the target

variabe y

Feature std mean max min med var

MI score 1.2 1.26 1.32 0.48 1.04 1.19
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To further reduce the complexity of our model, we used a correlation test. The

correlation is calculated between each pair of features, among standard deviation

(std), mean and maximum (max) values of the aggregate power. Then, the resulting

correlation matrix is displayed as a heat map, as shown in Figure 3.2. The higher

correlation values are colored with warmer colors. We select the less correlated pair

of features to increase the classification performance. As shown in Figure 3.2 the less

correlated pair of features is std and mean values of the aggregate power in each

window, which have a correlation coefficient of 0.42.

mean std max min med var

mean

std

max

min

med

var

1.00 0.42 0.83 0.90 0.99 0.36

0.42 1.00 0.72 0.06 0.40 0.91

0.83 0.72 1.00 0.66 0.79 0.53

0.90 0.06 0.66 1.00 0.87 0.00

0.99 0.40 0.79 0.87 1.00 0.35

0.36 0.91 0.53 0.00 0.35 1.00
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Figure 3.2: Heatmap for std, mean, min, max, med, var.

0 250 500 750 1000 1250

Vmean values (Watts)

0

200

400

600

V
s
td

va
lu
es

(W
a
tt
s)

Fridge

Dish Washer

Washing dryer

Microwave

Figure 3.3: Scatter plot of mean power versus std of power for each appliance.
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3.3.5 Training

After feature selection, by removing the discarded features, the matrix X becomes:

X = [Vmean, Vstd] (3.9)

A KNN classifier [66] is trained with the matrix M. Figure 3.3 shows a scatter plot

of the classes to be learned by the KNN classifier.

3.3.6 Prediction

For prediction, a synthetic aggregate power signal Sagg is created by summing appliance-

level power signals Sk
i , as shown in equation 3.10. With i = 1, 2..., n and n the number

of samples, k is the number of appliances (class labels). We use a synthetic aggregate

signal due to the problem of lack of synchronization between the total load (i.e. ag-

gregate) and each appliance’s ground truth data due to the different sample rates [67].

Furthermore, to avoid using complex event detection algorithms, which need a lot of

computing power, we use a constant threshold of (Thr). We choose a threshold value

of the Thr = 10VA as we find that this value avoids false events due to noise.

Sagg(i) =
K

∑
k=1

Sk
i (3.10)

The features are then extracted using the windowing method described in subsec-

tion 3.3.3. The obtained feature matrix Xagg is fed to the KNN for prediction. The

prediction vector ŷ returned by the KNN algorithm gives the predicted appliance

class label k̂p for each value Xagg(p) (see equation 3.11) of the aggregate feature matrix

Xagg.

Xagg(p) = [Vmean(p), Vstd(p)] (3.11)

ŷ =< k̂1...k̂p > (3.12)

The prediction process can be summarized as follows: each L seconds, a features

value Xagg(p) is computed and fed to the KNN model. A class label k̂p is then returned

42



3.4. Results and discussion

by the KNN, which corresponds to the current active appliance. Therefore, each L

seconds, the system returns a feedback vector Fp containing the detected appliance k̂p

and its power consumption Vmean(p):

F = [k̂p, Vmean(p)] (3.13)

3.4 Results and discussion

In this section, the evaluation metrics for the proposed approach are defined and the

obtained results are discussed.

The field of NILM lacks standard (or commonly adopted) metrics for the evalua-

tion of the algorithms, making fair comparison difficult [15]. To evaluate the results

of our approach, we choose the three most common performance evaluation metrics

used in the literature [15], which are accuracy (Acc), F1 − score and the Total Energy

Correctly Assigned (TECA).

Acc =
TP + TN

TP + FN + TN + FP
(3.14)

F1 − score =
2 × Pr × R

Pr + R
(3.15)

Pr =
TP

TP + FP
(3.16)

R =
TP

TP + FN
(3.17)

The true positive parameter TP represents the number of samples that have been

correctly classified or, more precisely, the power quantity correctly assigned to that

device. The false-positive parameter FP represents the number of samples that have

been incorrectly classified or, more precisely, the power quantity incorrectly assigned

to that device. The false-negative parameter FN represents the number of samples

that should be but have not been classified or, more precisely, the power quantity that

should have been assigned to that device but has been assigned to another or has

43



Chapter 3. Load disaggregation using Multiclass Classification

Table 3.3: Performance comparison between our method and the Seq2point method [6].

Metrics Methods Microwave Fridge Dish w. Washing m. Overall

MAE (%)
seq2point 28.199 28.104 20.048 18.423 23.693

our method 4.138 5.540 11.565 2.964 6.052

SAE (%)
seq2point 0.059 0.180 0.567 0.277 0.270

our method 0.125 0.091 0.263 0.001 0.120

not been assigned at all. The precision parameter (Pr) measures the portion of power

samples that have been correctly classified among the power samples assigned to a

given device. The recall parameter (R) measures what power portion of a given device

is correctly classified in general, also considering the samples that would belong to

that device but have been wrongly assigned to another or not assigned at all.

Therefore, the accuracy Acc measures how well each appliance is detected and the

F-score combines the results obtained through the precision and recall analysis.

TECA = 1 − ∑n
i=1 ∑K

k=1 | Ŝ(k)
i − S(k)

i |
2 × ∑n

i=1 Sagg(i)
(3.18)

The total energy correctly assigned (TECA) measures the portion of power cor-

rectly attributed to all devices. Ŝ(k)
i is the separated appliance signal, S(k)

i is the origi-

nal appliance signal, Sagg(i) is the observed aggregate signal, K is the total number of

appliance signals and n is the number of samples.

Table 3.3 shows a comparison between the proposed method and a state of the art

method (seq2point) [6] which uses a deep learning approach. We use the same metrics

used by the author of the seq2point method to be able to compare the performance

with our method. These are: the mean absolute error (MAE) (see equation 6.6) and

the normalised signal aggregate error (SAE) (see equation 3.20).

MAE =
1
n

n

∑
i=1

| Ŝi − Si | (3.19)

SAE =
| Ê − E |

E
(3.20)
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The mean absolute error (MAE) gives the error in power estimation for a given

appliance at each time step. The normalised signal aggregate error (SAE) gives the

error in energy estimation for a given appliance. With E = ∑n
i=1 Si being the ground

truth energy and Ê = ∑n
i=1 Ŝi being the estimated energy.

From Table 3.3, we see that the proposed method shows better overall perfor-

mance. The mean absolute error (MAE) is lower for each appliance.The normalized

signal aggregate error (SAE) is lower for each appliance except the microwave. In

addition, our method has a lower time complexity for prediction, therefore lower

computational cost. The traditional KNN algorithm uses a linear search method to

find the K nearest neighbors. Therefore, the time complexity is O(nd), where n is the

size of the training dataset and d is the dimensionality, as the complexity, in this case,

is proportional to the size of the training dataset [68]. To reduce the time complexity

of our model’s prediction, we use a KD Tree algorithm [69] to find the K nearest neigh-

bors. This reduces the complexity to O(log(n)) [69]. On the other hand, the seq2point

method which is based on a deep convolutional neural network, has a complexity of

at least O(n2) [70].

Table 3.4: Results of the performance evaluation

F1-score Accuracy E(%) (Ê)(%)

Microwave 0.867 0.981 17.170 15.008

Fridge 0.562 0.463 51.422 46.737

Dish w. 0.667 0.957 25.970 32.811

Washing m. 0.562 0.981 5.435 5.441

TECA 0.931

Table 3.4 summarizes the performance of the proposed method. The average

F − score shows that our classification model has a good overall performance. The mi-

crowave is better discriminated by the classifier than the other appliances, as depicted

by its corresponding F1 − score. This is due to its high apparent power consumption

and consumption patterns which are not common to other appliances. This results
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in very different values of standard deviation. On the other hand, the other appli-

ances (fridge, washing machine and, dishwasher) share some consumption patterns

which are difficult to discriminate. This translates to overlapped clusters in the fea-

ture space as shown in Figure 3.3. Also, 93% of the total energy is correctly attributed

as indicated by the TECA value.
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Figure 3.4: Comparison between predicted and ground truth energy breakdowns.

Figure 3.4 shows a comparison between the actual energy breakdown (E) and the

estimated energy breakdown after disaggregation (Ê). We observe that the microwave

and washing machine have their energy better estimated than the dishwasher and the

fridge. In fact, the fridge and dishwasher have similar consumption patterns from 0

to 500V.A which makes their detection challenging.

3.5 Conclusion

In this chapter, we presented our approach to load disaggregation using multiclass

classification. We used a sliding window to extract mini-batches of data samples

which we then used to compute features. We used ground truth data to train the

KNN classifier and the aggregate power data to test the classification performance of

the KNN algorithm. The obtained results show good overall disaggregation perfor-

mance. However, this approach has limitations when it comes to the disaggregation
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of multiple loads working simultaneously. In this case, the presented approach will

tend to attribute the power to the most power-consuming load. In simple scenarios,

where high-power-consuming loads are not used at the same time, this limitation will

not considerably affect the disaggregation performance. For a practical application

of NILM, the disaggregation method should take into account the case of concurrent

loads that are used in the same time interval. In the next chapter, we will present a

disaggregation method that tackles this limitation.
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CHAPTER 4

MULTI-LABEL CLASSIFICATION FOR LOAD

DISAGGREGATION

This chapter is based on a journal article co-authored by Mourad Adnane and Mourad

Haddadi [Sahrane et al., Electric Power Systems Research, 2021 [71]]
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4.1. Introduction

4.1 Introduction

In the previous chapter, we presented our first learning model for load disaggregation

based on multiclass classification. As discussed previously, this method gives good

results when there is little overlap between loads’ signatures but performs poorly as

the degree of overlap increases. To overcome this limitation, we experimented with

another type of classification that can predict multiple labels for each data instance;

this type of classification is called multi-label classification. In this chapter, we will

describe our approach to load disaggregation using multi-label classification.

4.2 Data

We used the REDD datasetto test our methods. In this work, we used the low-

frequency circuit-level data from all six houses. For each habitation, we computed

the synthetic aggregate signal by summing individual ground-truth power signals.

We adopted this approach to create different load targeting scenarios, as shown in the

following sections. The proposed disaggregation method was trained on 60% of data

and tested on 40% of data for each house.

4.3 Disaggregation method

To study the effect of non-targeted loads on NILM performance, we develop a dis-

aggregation method based on multi-label classification. We choose the multi-label

approach because it allows inferring a group of labels instead of one unique label,

which is more convenient to detect loads working simultaneously. Figure 4.1 shows

the different steps of the proposed disaggregation method. We first pre-process the

aggregate signal with a filtering step followed by a discretization step. Then, we use

an event detection method to detect operational state changes in the aggregate signal

to extract appropriate features. We use a labeling method to label the ground truth

data that we use to train and test a classifier in the classification step.
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Figure 4.1: Block diagram of the proposed NILM approach.

4.3.1 Filtering

We use a median filter as a noise reduction method in our pre-processing step. We use

this step to remove high-power transients that can result in brief noisy steady states

after the discretization step. The median filter works by replacing each sample of the

signal with the median of its neighboring samples. We apply the median filter to the

vector Sagg which contains O samples of active power measurements. A median filter

med() characterized by a window W of size 2L + 1 is applied to Sagg to obtain the

filtered aggregate vector Sagg, f as shown below:

Sagg, f [i] = med([Sagg(i−L), ..., Sagg(i+L)]) (4.1)

With i = 0, ..., O − 1. Because the ith sample has to be centered in i, the first L

and last L samples are not considered in the filtering process. Thus, the size of the

resulting filtered vector Sagg, f equals O − 2L.
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4.3. Disaggregation method

4.3.2 Discretization

Discretization works by quantizing attributes. The quantization process maps values

from a large set of values into a smaller one. Different discretization methods ex-

ist in the literature. The authors in [72] give a review of existing methods. In our

case, we apply discretization to the aggregate power signal’s amplitude to filter false

event alarms. In this work, we use the equal-width binning method [72] that works

by discretizing the continuous attribute by creating a specified number of bins nbins.

We obtain the bins’ width wbins by dividing the range of the variable by the number

of bins, as shown in equation 4.2. We calculate the bin’s edges e by applying equa-

tion 4.3. Each value of the transformed feature Sagg,d is equal to the average of the

two bin edges, as shown in equation 4.4.

wbins =
Smax

agg, f − Smin
agg, f

nbins
(4.2)

e[k] = Smin
agg, f + (k × wbins) (4.3)

with k = 0, 1, ..., nbins

Sagg,d[k] =
e[k] + e[k + 1]

2
(4.4)

with k = 0, 1, ..., nbins − 1

We use the discretization step to reduce the variability of the filtered aggregate

vector Sagg, f . Reducing the variability can be seen as absorbing small power varia-

tions. Otherwise, these power variations would necessitate an adaptive event detec-

tion method like the one used in [73]. This type of approach can be challenging to

implement because it is difficult finding the appropriate parameter values. We find it

more convenient, in our case, to filter the unwanted events with discretization before

the event detection step. Figure 4.2 shows the discretization of a filtered aggregate

segment using two different number of bins nbins. When using nbins = 5, we observe

missing events and inaccurate power values.
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Figure 4.2: Discretization of the filtered aggregate signal Sagg, f produces the signal Sagg,d. The horizon-

tal lines represent the bins’ edges e. The spaces between the horizontal lines represent the bins’ width

w.

4.3.3 Event detection

As mentioned in section 4.3, an event detection step is needed to detect when loads

change their power consumption state. Our event detection method consists of differ-

entiating the discretized aggregate vector Sagg,d to obtain an event detection vector E,

as shown in equation 4.5.

E[j] = Sagg,d[k + 1]− Sagg,d[k] (4.5)

The change point indices are the indices k, where the detection vector E is not
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equal to zero, as shown below:

C[g] = k ∧ E[k] ̸= 0 (4.6)

with g = 1, 2, ..., G, such as G is the number of detected events.

4.3.4 Features extraction

The features considered in this work are the steady-state aggregate power Pagg, the

operational state change ∆Pagg and the operational state duration T. The feature

extraction process is described in equations 4.7, 4.8, and 4.9.

Pagg[g] = Sagg,d[C[g]] (4.7)

∆Pagg[g] = |Pagg[g + 1]− Pagg[g]| (4.8)

T[g] = C[g + 1]− C[g] (4.9)

The steady-state aggregate power Pagg represents the discretized aggregate value

Sagg,d when we detect a change at the index C[g]. The operational state change ∆Pagg

is the power difference between two consecutive states Pagg[g] and Pagg[g + 1]. T[g]

represents the duration of each operational state Pagg,d[g]. We calculate it by the

change point indices C[g] and C[g + 1] by differentiating them.

4.3.5 Classification

For classification, we use the classifier chain model (CC) [74]. The CC model is one

of the problem transformation approaches to multi-label classification. In this type of

approach, we transform the multi-label problem into one or more single-label prob-

lems. This transformation allows employing single-label classifiers to make single-

label classifications that are then transformed back into multi-label representations.

While the single-label or multiclass classifier associates an instance x with a single
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label y from the set of labels Y, the multi-label classifier instead associates a subset of

labels Sy ⊆ Y.

Our model uses steady-state features [1]. The multi-label classification approach

is more adapted to our problem because more than one load can contribute to a given

operational state (steady-state).

The classifier chain (CC) makes use of |Y| binary classifiers with |.| representing

the cardinality of the set of labels Y . We associate each binary classifier Cp with a sin-

gle label yp ∈ Y. The 0/1 label association of previous classifiers extends the feature

space of each classifier to create a linked chain of classifiers. This chaining method

allows the CC model to consider label correlations and therefore avoids predicting

implausible label associations.

We use the random forest classifier (RF) [75] as the base single-label classifier Cp.

In [76], the authors also used the RF algorithm in the context of a multi-label clas-

sification for NILM. The RF is an ensemble learning method used for classification

and regression modeling. The RF algorithm builds a set of trees on random sam-

ples of the learning data. In each step of the algorithm, a learning sample is drawn

randomly from the learning data. An individual tree is then grown on each sample’s

element. Combining the predictions of all the trees gives superior prediction accuracy

comparing to single classification or regression trees [77].

4.3.6 Data labeling

The used dataset, REDD, gives as ground truth the active power data of each appli-

ance. However, the dataset doesn’t provide the indices where each load is turned ON

or OFF. We apply a labeling step on each ground truth power signal to obtain binary

ground truth labels for each targeted electrical load.

To label the ground truth data, we use an adaptive threshold due to background

noise changes over time which may cause labeling errors. The resulting labels matrix

A has a dimension of (O− 2L)× N with N the number of targeted loads, O the size of

the aggregate vector Sagg. Each element of the matrix takes a value of 0/1 to represent

the absence or presence of the corresponding load in the aggregate signal Sagg.
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Also, we use an adaptive threshold Thr to account for low power consumption

steady states that can not be detected using a constant thresholding method. Labeling

the absence/presence of a given load is equivalent to estimating the value of the OFF

state of the targeted electrical load. The OFF state value varies across loads. Therefore,

an adaptive estimation method is necessary. The OFF state is the most common in the

ground truth signal of the targeted loads. It is, therefore, possible to use the mode of

the ground truth data to estimate the threshold Thr as expressed in equation 4.10.

Thr(n) = mode(med(X(n)
g )) + b (4.10)

Where n stands for the target number with n = 1, 2, ..., N (N is the total number

of targets) and Xg the ground truth signal, which is first smoothed using a median

filter to reduce noise and remove spikes that can cause false events. The constant b

accounts for the small fluctuations due to measurement noise.

In the REDD dataset (the one we use in this work) and in most NILM datasets,

a dominant OFF state characterizes the ground-truth signals. This fact justifies the

choice of our labeling method, where we use the mode of ground truth data to esti-

mate the threshold. However, in the case where there is no dominant OFF state, we

could use a clustering algorithm in which each cluster represents a consumption state

of the appliance we want to label.

4.4 Performance evaluation

We define the detection performance metric as the average of the micro and macro F1

scores, as shown below:

F1(TP, FP, FN) =
2.TP

2.TP + FP + FN
(4.11)

F1Micro = F1(
N

∑
n=1

TPn,
N

∑
n=1

FPn,
N

∑
n=1

FNn) (4.12)
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F1Macro =
1
N

N

∑
n=1

F1(TPn, FPn, FNn) (4.13)

Pr =
F1Micro + F1Macro

2
(4.14)

The micro F1, F1Micro and macro F1, F1Macro are label-based averaging methods

for calculating the F1 score across labels [7]. The F1Micro gives an overall performance

indication by computing the F1 score globally. The F1Macro computes the average of

the F1 scores of each label n or targeted load in the context of NILM. The F1 score

varies between "0" and "1". Where "1" means perfect discriminative performance and

"0" no discriminative capability of the classifier. True positives (TPn) account for the

number of times the classification algorithm correctly predicts the presence of the label

n. False positives (FPn) account for the number of times the classification algorithm

wrongly predicts the presence of the label n. False negatives (FNn) account for the

number of times the classification algorithm wrongly predicts the absence of the label

n.

4.5 Results and discussion

4.5.1 Preprocessing results

Figure 4.3 shows the results of the preprocessing step. We obtained the filtered sig-

nal using a median filter with a window size W = 100 samples. We found that

smaller W values result in more noise, and larger values do not give better results.

We used the median filter to reduce the noise in the aggregate power signal. The

discretization gives constant steady states necessary to extract correct state durations

during the features extraction step. We obtained these results using the KBinsDis-

cretizer algorithm [78] with a number of bins n_bins = 100, an ordinal encoding, and

a uni f orm strategy. n_bins is the number of bins generated by the algorithm, the

encoding method determines how the bin’s identifier is generated, and the strategy

defines the method for obtaining the widths of each bin [79]. We noticed that the
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number of events in the discretized signal is proportional to the number of bins used.

Thus, increasing the number of bins n_bins increases the number of false alarms while

smaller values resulted in missed events.

4.5.2 Event detection results

Figure 4.4 shows the detection signal obtained as defined in section 4.3. The prepro-

cessing step ensures that the changes detected are not due to noisy fluctuations of the

aggregate signal. Therefore, there is no need to use a threshold to filter noisy changes.

4.5.3 Labeling results

Figure 4.5 shows a comparison between the constant threshold labeling method and

our method described in section 4.3. We can see that the fixed threshold method

doesn’t detect parts of the electrical heater ground truth’s signal that are lower than

the threshold, while our proposed approach successfully detects them. Therefore,

using a constant decision threshold value results in mislabeling of the ground truth

loads. Because some loads may have consumption states that are lower than a defined

constant threshold. Using mislabeling data results in poor learning capabilities for

the system. For this test, we used a fixed threshold Thr = 50W, and for the adaptive

thresholding method, a value for the constant b equal to 5W. We used the value

b = 5W because the noise level during the OFF states does not exceed 5W for each of

the ground truth signals.

4.5.4 Disaggregation performance

In table 4.1, we give a performance comparison between our method and the multi-

label consistent deep dictionary learning (MLCDDL) method [7]. The authors of

this method did not mention whether their results were obtained by integrating

non-targeted loads or not. We reported our results in the absence and presence of

non-targeted loads to evaluate our method’s performance in both cases. The com-

parison shows that our disaggregation method presents better results in both cases
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Figure 4.3: Effects of median filtering and discretization on the raw aggregate signal. The raw aggregate

power signal is first filtered than discretized.
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Figure 4.5: Comparison between the constant and adaptive thresholding methods. The adaptive label-

ing method detects (high state) all the operating cycles while the constant method detects only parts

of the signal which are greater than the constant threshold Thr = 50W.
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Table 4.1: Performance comparison between our method and the MLCDDL method [7].

Load
Our method MLCDDL

F1-score

(with non-targets)

(%)

F1-score

(without non-targets)

(%)

F1-score

(%)

Dishwasher 42.96 67.16 56.97

Lighting 84.34 93.69 69.07

Washing.M 65.36 93.74 56.48

(absence and presence of non-targets) for the washing machine and lighting. For the

dishwasher, our disaggregation method gives better results only when we exclude

non-targeted loads.

4.6 Conclusion

In this chapter, we presented our multi-label approach to NILM. Our proposed NILM

method uses the classifier chain algorithm and the random forest classifier (RF) as the

base single-label classifier. Using multi-label classification allows the disaggregation

of loads that work at the same time. We introduced our preprocessing approach using

discretization and our ground-truth labeling method. We found that our adaptive

labeling method gives better results than the constant threshold method.

61



CHAPTER 5

A CLUSTERING-BASED EVENT DETECTION METHOD

FOR NILM

This chapter is based on a conference article co-authored by Mourad Adnane and Mourad

Haddadi [Sahrane et al., 6th International Symposium on New and Renewable Energy, IEEE,

2021 [80]]
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5.1. Introduction

5.1 Introduction

Event detection in the context of NILM refers to the process of detecting operational

state changes (or transitions) in power consumption. The event detection step is then

followed by a feature extraction step as shown in figure 5.1. The type of features ex-

tracted varies depending on the granularity of data (high or low-frequency) and the

NILM method requirements. In this chapter, we present our event detection method

based on clustering aggregate data samples. The remainder of this chapter is struc-

tured as follows. Section 5.2 discusses recent event detection methods. Section 5.3

describes the data used in this work. Section 5.4 presents our event detection method.

Section 5.5 discusses our obtained results. Section 5.6 concludes this paper.

Preprocessing Event detection

Features extractionClassification

Energy estimation

Figure 5.1: Block diagram showing the steps of an event-based NILM.

5.2 Background

Different event detection approaches exist in the NILM literature. These methods are

classified into three categories in [73], namely those based on: expert heuristics, prob-

abilistic models, and matched filters. Expert Heuristics are rule-based methods that

expect the aggregate signal to vary between a predetermined range of values with a

specified tolerance [1]. In [81], the "state change detection" rule compares the differ-

ence series of the aggregate signal to predetermined ranges to detect "ON" and "OFF"
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Chapter 5. A Clustering-Based Event Detection Method for NILM

events. Probabilistic models are statistical approaches used to detect abrupt changes

in time series. In statistics and signal processing literature, these techniques are called

change detection or change-point detection. Several of these methods are used in the

NILM literature, like the Generalized Likelihood Ratio (GLR) in [82] and Goodness

of Fit (GoF) statistic in [83]. Matched filters work by correlating a mask which is the

known signal of the event to be detected, with the unknown aggregate signal. These

masks are specific events (like ON/OFF events) extracted from the ground truth of

each targeted load. For instance, in [84], a multi-resolution matched filter is used to

detect events in the spectral envelope derived for the aggregate power signal. Re-

cently, hybrid event detection methods have merged as a new category. This type

of method uses a combination of the three categories described above. For instance,

in [85], an event detection method based on the standard deviation of the signal’s

envelope is proposed. The algorithem tracks the variation of the statndard deviation

of the current signal envelope using a sliding window. A threshold is used to reject

the events detected during steady states and retain only events which are responsible

for new steady states. In [86] the event detection problem is treated as a segmentation

problem where the method tries to segment stationary and non-stationary intervals

of the aggregate signal. The method uses the Density-Based Spatial Clustering of

Applications with Noise (DBSCAN) algorithm [87] to separate stationary and non-

stationary segments. In [88], the authors combines power difference of two consec-

utive samples and standard deviation of a pre-defined number of samples (i.e., the

width of moving window) for their event detector. The proposed algorithm works by

comparing the standard deviation value computed on each window with the power

difference of each two consecutive samples. Then, a threshold value is used to accept

or reject the event under test. The method proposed in [89] combines a base algorithm

based on moving average change with a time limit and two auxiliary algorithms based

on derivative analysis and filtering analysis. The base algorithm is used to detect the

events in the aggregate signal. The auxiliary algorithms are used to improve the

detection performance by removing noisy detections of the base algorithm.
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Figure 5.2: Example of operational state changes events in the aggregate power signal of a household.

5.3 Data

We used REDD dataset to test our methods. We use the ground truth data of the

oven, fridge, dishwasher, washing machine, microwave, and bathroom outlet. We

then construct a synthetic aggregate data by summing all the ground truth signals.

5.4 Methods

Our approach to event detection identifies specific change-points amongst the aggre-

gate signal’s samples. We are only interested in identifying change-points that lead

to another consumption state of a given appliance/load. Small variations in the ag-

gregate signal are not considered change-points and must therefore be ignored by

our method. Figure 5.2 shows an example of operational state changes events in the

aggregate power signal of a household. In the remainder of this work, we use the

term "event" and "change-point" interchangeably for readability concerns. Here we

describe the steps we followed to design our method as shown in figure 5.3. First, we

apply a median filter on the aggregate power signal, then use a data clustering step

to segment the aggregate power signal. In the events extraction step, we extract the

indices and power values of each event. Finally, we evaluate our method using the

ground truth events with an appropriate evaluation metric.
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FilteringClustering

Events extraction

Ground truth eventsEvaluation

Figure 5.3: Block diagram showing the steps of our event detection method.

5.4.1 Filtering

We apply a median filter on the aggregate signal to attenuate high transient spikes

and reduce noise in the operational state portion of the signal. The median filter has

a transfer function med() and window size W. The obtained filtered aggregate signal

Sagg, f is expressed in equation 5.1.

Sagg, f = med(Sagg) (5.1)

With Sagg representing the raw aggregate signal.

5.4.2 Data clustering

Data clustering is an unsupervised learning method that aims to find patterns in

unlabeled data. This method groups similar data instances together into groups or

clusters and different data instances into different groups [90]. We apply data clus-

tering to the filtered aggregate signal Sagg, f to obtain different segments that we use

in the events extraction step of our method. Figure 5.4 shows the segmented filtered

aggregate signal after the clustering step.

Formally, the clustering structure is represented as follow:
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Figure 5.4: Example of the resulting segmentation of the aggregate signal into different steady power

consumption states using kmeans clustering algorithm. Each cluster contains samples from the aggre-

gate signal that have similar power values.

C = C1, ..., CK (5.2)

with C a set of subsets of Sagg, f , such that:

Sagg, f =
K⋃

k=1

Ck (5.3)

and:

Ck ∩ Cl = ∅ (5.4)

for k ̸= l.

We test our method using three different clustering algorithms, namely, the K-

means [91], Mean Shift [92], and Mini-batch K-means [93].We chose these algorithms

because they all have only one parameter to tune to find the best possible perfor-

mance. Also, algorithms with a small number of parameters are usually more compu-

tationally efficient. Therefore, more adapted for a practical NILM application. Here,

we give a brief description of each considered algorithm.

The K-means algorithm divides the samples into nclusters disjoint clusters C. nclusters

needs to be specified as a parameter. Each cluster is described by the mean of samples

in the cluster. The K-means algorithm constructs the clusters by minimizing the sum

of squared differences between each sample and the cluster’s mean (centroid). The
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Mean Shift algorithm forms data clusters by shifting a window also called Kernel in

the direction of increasing data density. The bandwidth is the size parameter of the

window across which the mean is computed. The Mini-batch K-means is a modifi-

cation of the K-means algorithm to reduce computation costs. Instead of treating all

the data in one batch, the Mini-batch K-means uses mini-batches which are subsets

of the data, randomly sampled in each training iteration. This approach reduces the

amount of computation needed to converge to a local solution.

5.4.3 Events extraction

In the events extraction step, we retrieve the indices and values of each event. We

consider a candidate sample Sagg, f (t) as being an even/change-point e(t) only if it

is followed by a sample Sagg, f (t + 1) that is from a different cluster as shown in the

following equations:

Sagg, f (t) = e(t) (5.5)

if and only if:

Sagg, f (t) ∈ Ck (5.6)

and:

Sagg, f (t + 1) ∈ Cl (5.7)

for k ̸= l.

5.4.4 Evaluation metrics

Currently, there is no standardized framework for NILM event detection evaluation.

Therefore, different performance metrics are employed in the literature to evaluate

event detectors. For instance, in [89] the authors used the TPR (true-positive rate),

FPR (false-positive rate), and FNR (false-negative rate). In [88] the authors measured

TP (true detection), FP (false detection), FN (misdetection) and also computed the

precision and recall. In this work, we use the F1-score (equation 5.8) to evaluate the

performance of our method. In addition, we use the TPR (true-positive rate) (equation
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5.9), FPR (false-positive rate) (equation 5.10), and FNR (false-negative rate) (equation

5.11) to analyze the performance of our method in different scenarios.

F1 − score =
2.TP

2.TP + FN + FP
(5.8)

TPR =
TP
Egt

(5.9)

FPR =
FP
Egt

(5.10)

FNR =
FN
Egt

(5.11)

TP, FP, and FN refer respectively to the total number of true positives, false pos-

itives, and false negatives. Egt refers to the number of ground truth events that are

present in the aggregate power signal. In the context of event detection, true positives

(TP) represent the number of true-event detections, meaning that the detected event

is present in the ground truth events. False positives (FP) represent the number of

false detections of events that do not exist in the ground truth events. False negatives

(FN) represent the number of missed events that should have been detected but were

not detected.

5.5 Results and discussion

Figure 5.5 shows the effect of the median filter on the aggregate power signal. We

observe a significant reduction of the transient spike at the starting of the fridge. In

addition, the noise reduction during the operational phase of the fridge’s consump-

tion cycle is also observed. To obtain these results, we used a median filter window

size W = 15 samples. We want to reduce noise and high transients to improve the

performance of our method. Noise and high transients result in noisy detections of

false events.

Figure 5.6 shows the result of our event detection method. The red markers repre-

sent the detected events (change points) in the aggregate power signal. The events in
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Figure 5.5: Fridge consumption cycle in the aggregate signal before and after applying the median

filter.

our context are rapid power transitions in the aggregate power signal like ON/OFF

events or operational state changes. We can see that each change point is at the be-

ginning of its corresponding event. We obtained these results using our method with

the K-means algorithm and a number of clusters nclusters = 12 cluster.

We tested our method using three different clustering algorithms which are K-

means, Mean Shift, and Mini-batch K-means. Each algorithm has its strengths and

weaknesses, as we will see in the remaining of this section. Table 5.1 presents the per-

formance results of our method when using each of the three clustering algorithms.

Figure 5.7 shows the performance results of our method when using the K-means

clustering algorithm. We see that increasing the number of clusters improves the

detection of true events. This is observed with the increase of the true-positive rate

70



5.5. Results and discussion

0 500 1000 1500
Samples

0

100

200

300

400

P 
(W

at
ts
)

Aggregate
Events

Figure 5.6: Figure showing the obtained result using our event-detection method. Each red marker

represents a detected event.
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Figure 5.7: Performance results of our method using the Kmeans algorithm.

(TPR) and the decrease of the false-negative rate (FNR). However, the number of noisy

events also increases as indicated by the rise of the false-positive rate (FPR). To achieve

high discriminate performance between events and non-events., we want to maximize

the true-positive rate (TPR) and minimize the false-negative rate (FNR) and false-

positive rate (FPR). We obtained the best performance value of F1 − score = 95.62%

using nclusters = 12. We obtained similar results to that depicted in Figure 5.7 when

we tested our method with the Mini-batch K-means algorithm. However, a lower

number of clusters (nclusters = 7) was needed to obtain the optimal performance value

F1 − score = 94.95%.
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Figure 5.8: Performance results of our method using the Mean Shift algorithm.

Table 5.1: Performance results for our method using K-means, Mean Shift, and Mini-batch K-means

clustering algorithms.

Used algorithm
F1-score

(%)

Execution time

(s)

Memory usage

(MiB)

K-means 95.62 12.29 297.2

Mean Shift 95.16 213.6 301.2

Mini-batch K-means 94.95 1.39 294.3

Figure 5.8 shows the performance results we obtained when we used our method

with the Mean Shift clustering algorithm. We see that the performance increases

for bandwidth values lower than 50 samples. Increasing the bandwidth above 100

samples reduces performance (F1 score). Here the decrease in performance is due

to the rise of missed events (FNR) and the diminution of the rate of detected true

events (TPR). We noticed that increasing the bandwidth lowers the number of detected

clusters which is an expected result. Because when we increase the bandwidth, a

higher number of samples of the aggregate signal is required to form a data cluster.

When we decrease the bandwidth, a lower number of samples of the aggregate signal

is required to form a data cluster, which results in a higher number of data clusters.

The best performance value F1− score = 95.16% was obtained using a bandwidth = 90

samples.
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In order to incorporate NILM into smart meters, NILM algorithms should be com-

putationally efficient because smart meters have limited computation resources. For

this reason, we computed the time and memory usage of our method when using each

clustering algorithm. The obtained results are summarized in Table 5.1. We report

our memory usage results in mebibyte (MiB) which is equal to 220 bytes. As shown

in Table 5.1 our method consumes approximately the same amount of memory when

using each of the three algorithms. However, the execution time of our method varies

significantly depending on the clustering algorithm used. The Mini-batch K-means

clustering algorithm is the most time-efficient. Our method’s execution time using

the Mini-batch K-means is approximately 154 times faster than when using the Mean

Shift and 9 times faster when compared to the execution time using the K-means. The

results presented in this work were obtained using an Intel i7 2.8GHz computer with

8GB RAM of memory.

5.6 Conclusion

In this chapter, we presented our event detection method based on data clustering. We

used data clustering to segment the aggregate power signal. In our proposed method,

we defined an event as each sample that is followed by another data sample from a dif-

ferent data cluster. We tested our method with three different clustering algorithms,

namely, K-means, Mean Shift, and Mini-batch K-means. Our method presented high-

performance detection results for all three clustering algorithms. Concerning com-

putation efficiency, all three algorithms used the same amount of memory but, the

Mini-batch K-means was considerably more time-efficient. Thus, using our method

with the Mini-batch K-means algorithm is preferred if we consider computation costs.

Also, our results showed that K-means and Mini-batch K-means were more robust to

false negatives (missed event) than the Mean Shift which in contrast, showed better

robustness to false positives (false detections) when compared to the K-means and

Mini-batch K-means. This last result motivated us to combine, in the future, different

clustering algorithms to further improve the performance of our method.
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CHAPTER 6

NEAR REAL-TIME LOW-FREQUENCY LOAD

DISAGGREGATION

This chapter is based on a journal article accepted for publication, co-authored by Mourad
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6.1 Introduction

Most of the existing disaggregation approaches are offline methods [94], meaning that

they use the entire dataset or day measurements before inferring the consumption of

each appliance. This translates into a very low frequency of feedback that does not

allow the consumer to take actions in real or near-real time. Real-time or near real-

time disaggregation information is needed for the consumer in order to reduce his

consumption for more than 9.2% [12] [13]. Zeifman [95] proposed six requirements for

a load disaggregation system to be practical with the existing smart meter technology:

1. A sampling rate of 1 Hz: most smart meters use a 1 Hz sampling rate. The

sampling frequency affects the feature extraction process and hence the NILM

should be designed to work with 1 Hz data.

2. Accuracy: for an acceptable user experience the system should have a minimum

accuracy of 80-90%.

3. Easy configuration: minimum training or no training (i.e., unsupervised) and

capability to adapt to new appliances and discard old ones.

4. Near real-time feedback: the system is able to give feedback on the energy use

of each appliance in a minimum time interval.

5. Robustness: the ability to detect a large number of appliances (e.g., more than

20 devices).

6. Multi-type appliance recognition: some types of appliances are trickier to detect

than others, light dimmers which do not have a finite sate of consumption are

more difficult to identify than multi-sate appliances like dishwashers. A practi-

cal NILM should be able to detect all types of appliances.

These requirements are extensively used among the NILM community and are used

as a reference to evaluate load disaggregation methods and there is still no complete

solution that satisfies all the six requirements. The fourth requirement (i.e., near
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real-time capability) is not largely addressed in the NILM literature and this is what

motivated us to work on this issue. Another parameter that is not taken into account

in the existing solutions is the deployment cost. To deploy NILM on smart meters, the

algorithms should require as little memory and computation resources as possible.

In [96] an unsupervised near real-time solution is proposed. This solution is based

on the use of low-frequency features (i.e., reactive and active power) as well as high-

frequency features (i.e., transients). A clustering algorithm and a manual labeling

procedure are used to construct an appliance signature database. The advantage of

this solution is that it is unsupervised. However, some features like transients cannot

be obtained with existing smart meters.

In [97] a practical implementation of a spectral decomposition-based real-time

NILM solution is proposed. The authors use active power and voltage measurements

obtained at a frequency of 1 Hz. This method shows good results but has a high

implementation cost due to the complexity of the used method.

In [98], the author describes a NILM system able to perform disaggregation on a

low-cost embedded processor in real-time using low-frequency sampling data. The

method uses a super-state hidden Markov model and a Viterbi algorithm variant

which preserves dependencies between loads. This approach is not scalable to a large

number of appliances.

In [99], a particle-based distribution truncation method is proposed. This solu-

tion uses 1 Hz measurements and has the ability to run in real-time. This approach

presents good performance but has a high implementation cost. In fact, the authors

implemented their solution on an Intel Core i7-2600 with 8GB of random access mem-

ory.

In [8], a method based on particle filtering is proposed. This method uses 1 Hz

measurements and is capable of running in real-time. For the implementation, it is

reported that the algorithm can work in real-world applications on low-cost hardware

such as a Raspberry Pi.

The remaining of this chapter is organized as follows: in section 6.2, the proposed

method is described in detail. In section 6.3, results are presented and a discussion is
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Multi-label
Classification

Multi-output
Regression

Figure 6.1: Block diagram of the proposed method.

made. Finally, a conclusion is given in section 6.4.

6.2 Proposed method

Our disaggregation method combines a multi-label classification algorithm with a

multi-output regression algorithm as shown in Figure 6.1. The classification step

serves to predict the state of each load (ON/OFF), and the regression method returns

the power consumption of each load in a near real-time fashion. More specifically, for

each single aggregate power measurement, our method predicts the corresponding

disaggregated power values for each load.

6.2.1 Multi-label Classification

We choose a multi-label classification approach because it is more appropriate for the

load disaggregation problem. In general, multiple loads can be operating concur-
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rently in a household, which makes their identification challenging. In a classification

context, each load is represented by a unique class/label. A multi-label classification

approach allows the association of multiple labels to one data instance thus, permit-

ting to account for cases where more than one load is operating. Formally, given a set

of labels Y, each data instance x is associated with a subset l ⊂ L, with L the power

set of Y. Two types of multi-label classification methods exist, namely, problem trans-

formation methods and algorithm adaptation methods [100]. Problem transformation

methods transform the multi-label classification problem into multiple binary classi-

fication problems. Algorithm adaptations modify an existing multi-class algorithm

to support multi-label classification. In this work, we use a random forest classifier

algorithm implementation adapted to support multi-label classification. The random

forest algorithm [75] is an ensemble method that grows multiple decision trees on

various sub-samples of the dataset and then averages the predictions to improve the

predictive accuracy and control over-fitting. We use the multi-label classification to

map each aggregate power sample x1i ∈ X1 to a label subset l, with X1 representing a

vector of N active power measurements. The ground truth label subset corresponding

to each x1i is found in the labels matrix Y1 = [y1i, ..., y1N]
T with y1i an M-binary vector

containing the ON/OFF state of the M loads. Ŷ1 represents the predicted states of the

M loads given X1 as input to the classifier, as shown in Figure 6.1.

6.2.2 Multi-output Regression

The goal of multi-output regression is to predict more than two numerical values

given an input instance. As for multi-label classification, we find problem trans-

formation methods and algorithm adaptation methods for solving the multi-output

problem. An in-depth review of multi-output regression approaches is found in [101].

In this work, we use a problem transformation approach that consists of performing

a separate regression for each target. Treating each target load independently is pos-

sible because the power consumptions of each load are mutually independent. The

feature matrix X2 is built using the predictions Ŷ1 and the aggregate power values X1

as shown in Figure 6.1. The ground truth power trace of each load Pj = [p1, ..., pN]
T is
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contained in the matrix Y2 = [P1, ..., PM]. To find the coefficients of our model, we use

Ridge regression [102]. Unlike linear regression, which estimates the model’s coeffi-

cients by minimizing the residual sum of squares between the observed targets in the

data and the targets predicted by linear approximation, Ridge regression minimizes

a penalized residual sum of squares. We choose to use Ridge regression because, as

mentioned in [102], when using multiple independent variables, and if these variables

are not perfectly uncorrelated, the residual sum of squares method has a high prob-

ability of giving unsatisfactory results. In our case, the aggregate power samples X1

and the predicted states of each load Ŷ1 are more or less correlated depending on the

average consumption of each load. Because switching a load ON/OFF translates into

a high/low state which increases/decreases the aggregate power.

6.2.3 Data

We used The REDD dataset [3]. We considered Household 1 which contains active

power of ground truth and aggregate data measured over a period of 8 days. We used

80% of the signal for training and 20% for testing. To compare our results with [8],

we targeted the same appliances which are, fridge, oven, washing dryer, dishwasher,

kitchen outlet, and microwave.

6.3 Results and discussion

The field of NILM lacks standard (or commonly adopted) metrics for the evaluation

of the algorithms, making fair comparison difficult [15]. To evaluate the results of our

approach, we use the F1-score (6.2) and the relative energy error (6.7). To compare

our results with [8], we use the accuracy Acc (6.1) and the normalized mean square

error NRMSE (6.5).

Acc =
TP + TN

TP + FN + TN + FP
(6.1)

F1-score =
2 × Pr × R

Pr + R
(6.2)
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Pr =
TP

TP + FP
(6.3)

R =
TP

TP + FN
(6.4)

The true positive parameter TP represents the number of samples that have been

correctly classified or, more precisely, the power quantity correctly assigned to that

device. The false-positive parameter FP represents the number of samples that have

been incorrectly classified or, more precisely, the power quantity incorrectly assigned

to that device. The false-negative parameter FN represents the number of samples

that should be but have not been classified or, more precisely, the power quantity that

should have been assigned to that device but has been assigned to another or has

not been assigned at all. The precision parameter (Pr) measures the portion of power

samples that have been correctly classified among the power samples assigned to a

given device. The recall parameter (R) measures what power portion of a given device

is correctly classified in general, also considering the samples that would belong to

that device but have been wrongly assigned to another or not assigned at all. There-

fore, the accuracy Acc measures how well each appliance is detected and the F1-score

combines the results obtained through the precision and recall analysis.

NRMSE =
RMSE

X1
(6.5)

RMSE =

√√√√√ N
∑

i=1
(x̂1i − x1i)2

N
(6.6)

Energy-Errorj =
| Êj − Ej |

Ej
(6.7)

With Êj, the estimated energy consumption for the jth load and Ej is the actual energy

consumed by the load.

Table. 6.1 shows the evaluation results of our method. We obtain the best clas-

sification performance for the fridge with an F1-score = 96.95%. This is because the
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Table 6.1: Performance results for each load.

Load F1-score (%) Energy error (%)

Fridge 96.95 3.93

Oven 84.71 0.17

Dishwasher 77.38 3.24

Kitchen Outlet 85.62 0.39

Washing Dryer 78.34 1.26

Microwave 89.87 0.33

Table 6.2: Overall performance results of the proposed NILM method.

Macro-F1 (%) Micro-F1 (%) Average Error (%)

85.48 91.88 1.55

Table 6.3: Performance comparison between our method and the PALDi method [8].

Load
Accuracy (%)

Our method PALDi

Fridge 98.4 78.86

Oven 99.91 99.09

Dishwasher 98.57 77.12

Kitchen Outlet 96.72 98.32

Washing Dryer 99.63 99.53

Microwave 99.76 88.33

Total 98.83 90.21

NRMSE 0.65 2.96
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refrigerator has a less complexe load signature in comparison to other loads. Also,

the refrigerator has the highest number of working cycles, thus, allowing the classifier

to learn to detect it in different loads combinations scenarios. The worst classification

performance is obtained for the dishwasher with an F1-score = 77.38%. We found

that the "wash and drain" cycle of the dishwasher consumes almost the same power

as the refrigerator and, because we only use the power as a feature, the classifier can’t

discriminate between them. In this case, the classifier will often predict the refrigera-

tor as it is the most populated class compared to the dishwasher. The proposed near

real-time method can detect loads that work simultaneously as shown in Figure 6.2.

We found in our data thirty-nine different load combinations and up to four loads

working simultaneously.
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Figure 6.2: Figure showing the disaggregation result obtained using our method. The power signals of

the fridge, kitchen outlet, and microwave are disaggregated from the aggregate power signal.

Concerning the energy estimation performance, we found that, in our case, good

classification performance doesn’t always result in good power/energy estimation

performance. For instance, the refrigerator which is the most accurately classified

load has the highest energy estimation error as shown in Table 6.1. High power

spikes which occur when the refrigerator’s compressor starts working can attain up

to ten times its average power consumption. These values are difficult to predict

because they don’t have consistent measurement values in the dataset due to the

low temporal resolution of the data. Figure 6.3 shows a bar plot of the estimated
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energy and the actual consumed energy. Table 6.2 gives the overall performance of

the proposed method. Table 6.3 shows the comparison of the results of our method

with the PALDi method [8]. We observe that the accuracy is higher for all loads except

for the kitchen outlet. We also obtained a lower energy estimation error as measured

with the NRMSE.
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Figure 6.3: Comparison between the estimated energy by our method for each load, and the corre-

sponding actual energy consumption.

6.4 Conclusion

In this chapter, we presented a near real-time load disaggregation method based on

multi-label classification and multi-output regression. We used a multi-label classifier

to predict the ON/OFF state of each load from the aggregate active power signal

and a multi-output regression to estimate the power consumption of each load. The

obtained results showed that our method disaggregates loads’ energy consumption

with low relative energy error. Using only the active power as a feature doesn’t

allow to differentiate between loads that consume the same power. A compromise

exists between NILM feedback frequency and disaggregation performance. Increasing

NILM feedback frequency translates into decreasing the amount of available data for

NILM prediction, thus, reducing the discriminative capability of extracted features.

Also, using high-frequency data may be more adapted for the near real-time NILM
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problem but at the expense of higher implementation costs.In the future, we will work

on the hardware implementation of our method and test it on several households.
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7.1 Introduction

The devices we do not target for the disaggregation process should be considered and

reported. Those devices still exist in real-world scenarios, but researchers view them

as noise. Actually, in the field of Non-Intrusive Load Monitoring, the term noise"

refers to all the events in the aggregate signal that do not originate from the targeted

electrical loads. It includes missing readings, measurement errors, Gaussian noise

generated from the sensor, and the non-targeted loads. In [37], the authors defined the

noise as being the amount of power remaining in the observed aggregate power read-

ing once we subtract the disaggregated appliance power readings (in-ground truth).

Therefore, most researchers exclude the non-targeted loads from their studies and do

not label them in the training phase. Also, authors rarely provide detailed informa-

tion about the testing protocol they use. It makes it difficult to assess if the obtained

results still apply in real-world scenarios. Method testing on denoised data (excluding

non-targeted loads) produces better results that can be misleading as this testing pro-

tocol doesn’t reflect a real-world scenario [103], [37]. In [103], the authors designed an

experiment and tested different state-of-the-art algorithms on denoised data (exclud-

ing non-targeted loads) and data containing noise (data that includes non-targeted

loads). The results showed superior disaggregation performance on the denoised ag-

gregate data for all the tested methods. Unfortunately, the literature does not fully

address the problem of non-targeted loads. In addition, no existing work models

the unknown consumption that results from unkown electrical loads [49]. This fact

motivated this work. Our goal here is to explore how those unlabeled, non-targeted

loads may affect the disaggregation performance of NILM. Besides, we show if one

can predict this effect. We summarize those efforts in the following sections.

7.2 Background

The research efforts invested by the research community during these three decades

resulted in several improvements. But there are still many challenges that need to

be addressed to make NILM more adapted for real-world usage and more robust.
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One of such challenges is to improve the disaggregation performance in presence of

non-targeted loads. In fact, given the working environment that comprises unknown

appliances/loads, the NILM system must be capable of robust performance [104], [39].

As mentioned in [105], state of the art methods are still susceptible to measurement

noise and non-targeted loads, and there is an ongoing effort to tackle this problem.

In [106], the authors use power consumption information obtained from the user’s

manual of appliances to build a sparse switching event recovering (SSER) model

based on the sparsity of appliances’ switching events. A robust version of the method

(RSSER) is also proposed and is reported to be more efficient in the presence of noise.

The RSSER model is developed using additional constraints and is solved using a

parallel local optimization algorithm.

Denoising autoencoders (dAE) are used in the context of NILM [107], [108], [45].

An autoencoder (AE) is a neural network that tries to reproduce the input in its out-

put. AEs first encode the input data to a compact vector representation in the code

layer. Then, we can obtain the result (network’s output) by decoding it. A denoising

autoencoder attempts to reconstruct a clean target from noisy input [109]. dAEs are

typically trained by artificially corrupting a signal before it goes into the network’s

input data and using the clean signal as the network’s target [45]. In the context of

NILM, the corrupted signal represents the aggregate signal containing noise. There-

fore, we can reconstruct the aggregate signal with only the targeted appliances using

the dAE.

For instance, in [107], two scenarios are considered, a noised scenario where the

aggregated signal comprises measurement noise and the contributions of unknown

appliances and a denoised scenario where the aggregated power is the sum of the

power profiles of the disaggregated loads. The tests were performed on three datasets,

UK-DALE [35], AMPds [34], and REDD [3]. The results show that the generalization

property of the dAE allows more robust performance if compared with the Additive

Factorial Approximate MAP method (AFAMAP) [39].

In [60], the authors used particle filters (PF). They tested the proposed method on

different scenarios where the number of loads varies between 9 and 18. The authors
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report that disaggregation performance decreases as the number of loads increases.

They also found that the more loads running simultaneously, the more complex the

disaggregation problem becomes.

7.3 Problem formulation

In the remaining text of the present work, we use the words "target(s)" and "non-

target(s)" interchangeably with "targeted load(s)" and "non-targeted load(s)" for clarity

and readability concerns. We consider a house h with N targets and M non-targeted

loads. Let S ∈ R((N+M)∗O) be the matrix that contains the power signal of each load

present in the house, such as each power signal contains O time samples:

S = [s1, s2, ..., sN, sN+1, ..., sN+M]T (7.1)

s1 to sN represent power signals of the targeted loads and sN+1 to sN+M represent

power signals of the non-targeted loads. The aggregate power signal Sagg can be

expressed as:

Sagg = Stargets + Snon−targets (7.2)

with:

Stargets =
N

∑
n=1

sn (7.3)

and:

Snon−targets =
N+M

∑
n=N+1

sn (7.4)

The goal of a NILM is to estimate each sn in Stargets given the aggregate signal Sagg.

As we can see in equation 7.2 and Figure 7.1, the aggregate signal Sagg is the sum-

mation of both the targeted and non-targeted loads’ signals Stargets and Snon−targets.

Therefore it is crucial to study the effect of non-targeted loads on performance to

design robust disaggregation methods.
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Figure 7.1: Active power of the targets, non-targets, and aggregate signals.

7.4 Methods

To study the effect of non-targeted loads on NILM performance, we design two ex-

periments: experiment 1 and experiment 2, which represent two different scenarios

where different load targeting strategies are employed. We represent the targeting

process as a partition of the N + M appliances/loads present in house h by modify-

ing the values of N and M . For instance, household 1 has N1 = 7 and M1 = 2 in

experiment 1 (see Table 7.1), and it has N2 = 5 and M2 = 4 in experiment 2 (see

Table 7.2). Figure 7.2 shows a block diagram of the two experiments. Furthermore,

we compute the disaggregation performance impact I of non-targeted loads on NILM

performance by subtracting the obtained performance value Pr (equation 4.14) includ-

ing non-targeted loads from the performance value Pr0 excluding non-targeted loads

as shown in equation 7.5. We used our multi-label disaggregation method which we

described in chapter 4.

I = Pr0 − Pr (7.5)

To explain the impact of non-targeted loads on NILM performance, we consider

the probability density functions (pdf) of the data distributions of the targets’ signal

f1(p) and the non-targeted loads’ signal f2(p) with p a random variable representing

the power consumption. We hypothesize that the more power values shared by the
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targets and non-targets, the more significant the impact I on disaggregation perfor-

mance. Mathematically, this translates into obtaining a relation between the impact

I and the degree of similarity or overlap of f1(p) and f2(p). We use the overlapping

coefficient (OVL) [110] to find the overlap between f1(p) and f2(p) as shown below:

OVL( f1, f2) =
∫

p
min( f1(p), f2(p))dp (7.6)

The overlapping coefficient (OVL) computes the surface between the x-axis and

the minimum (min) between f1(p) and f2(p), as shown in figure 7.3. The OVL was

previously used in [36] to measure the disaggregation complexity by computing the

similarity of the power draws of the different appliances. The model used in this work

requires parameters that are difficult to obtain in practice. These are the number of

each appliance’s consumption states and the distributions (or an approximation) of

each aggregated consumption state.

Household 1

Household 6

N1 targets

M1 non-
targets

N2 targets

M2 non-
targets

Experiment 2

Exp
erim

ent 1

Figure 7.2: Block diagram showing the design of experiment 1 and experiment 2.

To test our hypothesis, we first compute Pearson’s correlation coefficient r [111]

(equation 7.7) on our sample to find if a linear correlation exists between the amount

of overlap we computed with the overlapping index (OVL) and the performance im-

pact I. Then, we evaluate the statistical significance of the correlation r we calculated.
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Figure 7.3: In green, the overlap between two probability density functions, f1(p) and f2(p).

7.4.1 Computation of Pearson’s correlation

The Pearson correlation coefficient r (equation 7.7) measures the strength of linear as-

sociation between two variables. And it can take values from 0 to ±1, with 0 meaning

no correlation and ±1 meaning a perfect positive/negative linear correlation between

the two variables.

r =
cov(Stargets, Snon−targetedloads)

s(Stargets)× s(Snon−targetedloads)
(7.7)

with cov(.), being the covariance and s(), the sample’s standard deviation.

7.4.2 Statistical significance test

The purpose of the statistical significance test is to explore if the correlation r found

in our sample can still apply to the population. Figure 7.4 illustrates the steps fol-

lowed in the statistical significance test. The population, in our case, represents all

the households on which we want to apply a NILM method. We first define the null

hypothesis H0 and the alternative hypothesis Ha, as shown below:

• H0: there is no significant linear correlation between the OVL and the perfor-

mance impact in the population.
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Figure 7.4: Figure showing the steps followed in the statistical significance test.

• Ha: there is a significant linear correlation between the OVL and the perfor-

mance impact in the population.

The alternative hypothesis Ha is our initial hypothesis previously formulated in

this section. We use the Greek letter ρ to differentiate between the population corre-

lation coefficient and the sample correlation coefficient r. If the test confirms the null

hypothesis H0, this would mean that the linear correlation r found in our sample is

not present in the entire population (ρ = 0). In our context, this would mean that

for any given household, the performance impact I is not related to the amount of

overlap between the power draws of the targeted and the non-targeted electrical loads

computed with the OVL.

We use a t-test (equation 7.8) as our test statistic for correlation. The test statistic

allows us to quantify the difference between our null hypothesis H0 (ρ = 0) and our
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sample correlation value r to test our assumption of population correlation (ρ ̸= 0),

which corresponds to our hypothesis Ha. We use the t-test [112] because we have a

small sample size ns (ns < 30) and because the t-distribution is zero-centered (µ = 0),

which is more convenient for a correlation significance testing than a z-distribution.

After quantifying our sample correlation r by computing the t-test, we calculate a p-

value. A p-value estimates the likelihood of our assumption of correlation given the

null hypothesis H0 (ρ = 0). In other words, it estimates the probability of having r

given the null hypothesis H0 (ρ = 0). We use a significance level α to decide if this

probability (p-value) is significant enough for rejecting the null hypothesis in favor of

our hypothesis Ha.

t =
r ×

√
ns − 2√

1 − r2
(7.8)

with ns representing the sample size.

7.5 Results and discussion

To study the effect of non-targeted loads on disaggregation performance, we realized

two experiments to assess the impact of the non-targeted loads on the disaggrega-

tion performance. For each experiment, we apply a target loads selection strategy.

In the first experiment, we maximize the number of target loads to minimize the

non-targeted load’s number. In the second experiment, we target the same type of

loads across all houses. This last approach is often adopted in the literature. The

targeted loads are fridge, washing machine, dishwasher, microwave, and lighting.

These loads’ power measurements are not present in every household dataset file.

For example, in household 6, only the fridge’s and lighting’s power consumptions are

measured. To inspect the impact of the non-targeted loads on performance we trained

and tested our model without the non-targets. Then, we integrated the non-targets to

train and test our disaggregation model. Table 7.1 and Table 7.2 depict the targeted

and non-targeted loads for experiment 1 and 2. The results of the two experiments

are found respectively in Table 7.3 and Table 7.4. By comparing the average number
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Table 7.1: Targets and non-targets for experiment 1.

Households Targets Non-targets

Household 1
’oven’ ’fridge’ ’dish.W’ ’lights’

’washing.M’ ’mic’ ’stove’
’bath gfi’ ’kitch’

Household 2
’lights’ ’dish.W’ ’stove’ ’mic’

’fridge’
’disposal’ ’kitch’

Household 3
’lighting’ ’dish.W’ ’washing.M’

’electronics’ ’fridge’ ’furnace’ ’mic’

’unknown outlets’ ’bathroom gfi’

’disposal’ ’kitch’ ’smoke alarms’

Household 4
’lighting’ ’dish.W’ ’washing.M’

’furnace’ ’stove’

’bathroom gfi’ ’kitch’ ’miscellaneous’

’smoke alarms’ ’unknown outlets’

Household 5
’lighting’ ’dish.w’ ’mic’ ’furnace’

’electric heat’ ’fridge’ ’electronics’

’bathroom gfi’ ’disposal’ ’kitch’

’unknown outlets’

Household 6
’stove’ ’electronics’ ’ fridge’

’electric heat’ ’lighting’ ’air cond’
’bathroom gfi’ ’kitch’ ’unknown outlets’

of non-targeted loads for each experiment, we observe that applying the second target

selection criteria increases the average number of non-targets, unlike the first criteria.

The average number of non-targets increases from 3.5 loads using the first criteria to

5.83 using the second criteria.

We can find the impact of non-targeted loads on performance I (equation 7.5) by

computing the difference between the performance with and without non-targeted

loads. In the first experiment, there are, on average, 6.16 targets and 3.5 non-targets

loads and, the average performance’s impact is 3.78%. In the second experiment,

there are, on average, 3.83 targets and 5.83 non-targets, and the average performance

impact is 12.36%.

These results show that, in our case, reducing the average number of non-targeted

loads (by targeting more loads) reduces the average performance impact. However,

we found that the number of non-targeted loads is not always a good predictor of the

performance impact. Other parameters like the complexity of the non-targeted loads’

consumption patterns can also influence the disaggregation performance impact. In

fact, for a given house (say house N° 5), the obtained results showed that the more
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Table 7.2: Targets and non-targets for experiment 2.

Households Targets Non-targets

Household 1
’fridge’ ’dish.W’ ’lights’

’washing.M’ ’mic’
’bath gfi’ ’kitch’ ’ stove’ ’oven

Household 2
’lights’ ’dish.W’ ’mic’

’fridge’
’disposal’ ’kitch’ ’stove’

Household 3
’lighting’ ’dish.W’ ’washing.M’

’fridge’ ’mic’

’electronics’ ’furnace ’ ’smoke alarms’

’bathroom gfi’ ’disposal’ ’kitch’

’unknown outlets’

Household 4 ’lighting’ ’dish.W’ ’washing.M’

’bathroom gfi’ ’kitch’ ’miscellaneous’

’smoke alarms’ ’unknown outlets’

’furnace’ ’stove’

Household 5 ’lighting’ ’dish.w’ ’mic’ ’fridge’

’bathroom gfi’ ’disposal’ ’kitch’

’uknwn outlets’ ’furnace’ ’electric heat’

’electronics’

Household 6 ’fridge’ ’lighting’

’bathroom gfi’ ’kitch’ ’electric heat’

’stove’ ’electronics’ ’unknown outlets’

’air cond’

loads targeted during the training process, the lesser the impact of non-targets on the

testing performance of the NILM solution. For instance, targeting all the loads inside

house N° 5 will give better results than when we do not target the Electric Heating.

Similarly, targeting all loads minus Electric Heating would provide better results than

targeting all loads minus Electric Heating and Furnace (Electric Heating and Furnace

are non-targets in this case). When comparing different houses, this conclusion is not

valid. It depends on the non-targeted loads and the targeted loads too. It depends on

the amount of overlap between the distributions of power samples for each of the non-

targets signals and the target’s signal. It is why the number of non-targeted loads in a

given house and the number of non-targeted loads in another house are not sufficient

to know whether the impact will be more significant in any of the two habitations.

Then, the number of non-targeted loads/appliances is not always a good predictor of
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Table 7.3: Performance results for experiment 1.

Households
Performance (%) N° targets

(N)

N° non-targets

(M)With

non-targets

Without

non-targets

Household 1 78.53 81.04 7 2

Household 2 71.27 77.89 5 2

Household 3 70.85 72.32 7 5

Household 4 65.53 68.66 5 5

Household 5 59.68 64.35 7 4

Household 6 79.43 83.71 6 3

Averages 70.88 74.66 6.16 3.5

the effect of non-targets on disaggregation performance. The quality of the loads and,

more precisely, the amount of overlap between the distributions of power samples for

each of the non-targets signal and the target’s signal is a better predictor. Table 7.5

shows how each non-targeted load impacts the NILM performance in household 5.

We obtained these results using a leave-one-out strategy which consists of removing

and then restoring each non-targeted load to find its performance impact (I). As we

can see, the non-targeted loads produce different performance impact values. It is

thus inaccurate to infer the performance impact based only on the number of non-

targeted loads.

To test our hypothesis (performance impact of non-targets depends on the amount

of overlap between the distributions of power samples for each of the non-targets

signal and the targets signal), we computed the overlapping coefficient (OVL) (equa-

tion 7.6) and the performance impact I (equation 7.5) to obtain our sample. As ex-

plained in section 7.4, our experiments produced two results for each of the six house-

holds. Therefore, the obtained sample size is ns = 12. We then computed Pearson’s

correlation coefficient to check if a linear correlation exists between the overlapping

index (OVL) and the performance impact I. We found a moderate positive correlation

with the value r = .676. Figure 7.5 shows a scatter plot of the standardized values

of our sample and a regression line that approximates the linear relation between the
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Table 7.4: Performance results for experiment 2.

Households
Performance (%) N° targets

(N)

N° non-targets

(M)With

non-targets

without

non-targets

Household 1 83.18 84.09 5 4

Household 2 78.77 83.94 4 3

Household 3 66.63 73.41 5 7

Household 4 64.63 89.94 3 7

Household 5 49.96 77.98 4 7

Household 6 91.12 99.08 2 7

Averages 72.38 84.74 3.83 5.83

Table 7.5: Table showing how each non-targeted load impacts the NILM performance in household 5.

Omitted load Impact (I) (%)

Bathroom gfi 0.96

Disposal 0

Kitchen outlets 4.01

Unknown outlets 1.55

Furnace 5.01

Electric heating 5.24

Electronics 4.95

overlapping index (OVL) and the performance impact I.

In addition, a statistical significance test was conducted to determine if the ob-

tained correlation r, using our sample of size ns = 12 can still apply for any given

household. We found a significant (p < .05) correlation with a p-value p = .01583.

Table 7.6 depicts the values used for the statistical significance test.

Our method presents similar average performance results for the two experiments

in the presence of non-targeted loads (70.88% for experiment 1 and 72.38% for ex-

periment 2). One possible explanation is that the complexity of the loads’ space is

intrinsic to the households. It is therefore not affected by the targeting strategy. In
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Table 7.6: Values used for the statistical significance test.

Parameters ns r t α p

Values 12 .676 2.9 .05 .01583

−1.0 −0.5 0.0 0.5 1.0 1.5 2.0
Impact on performance

−1

0

1

O
VL

Figure 7.5: Scatter plot of the values (after standardization) used in the hypothesis test. The x-axis

represents the performance impact I and the y-axis represents the overlapping index (OVL) computed

for the non-targets’ signal and the targets’ signal. The blue line represents the fitted regression line.

this case, the performance would depend on the NILM method and the complexity

of loads’ space.

7.6 Conclusion

In this chapter we studied the effect of non-targeted loads on NILM performance us-

ing a statistical hypothesis-testing approach. Our results showed that targeting more

loads in a given household can be an effective strategy to reduce the effect that non-

targeted loads cause on the NILM performance. However, the number of non-targeted

loads is not sufficient to explain how they affect the NILM performance. Besides, it

doesn’t permit to predict this effect in different scenarios (houses). We instead found

that the overlap between the two respective distributions of the targets and non-targets

was a better predictor of the effect of non-targets on NILM performance. We demon-

strated this using a statistical significance test of the correlation we found between the

overlapping index (OVL) and the performance impact (I). In the future, we will try to
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develop a non-targets-aware NILM method capable of adapting to different scenarios

with minimal human intervention.
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GENERAL CONCLUSION

The principal purpose of this thesis is to study and simulate the different steps of a

Non-Intrusive Load Monitoring system using real-world power measurements. The

single-label classification approach was our first attempt to model a NILM problem.

The model was built with the assumption that often time, targeted loads are not used

at the same time. Even though the method showed good results, it presents some lim-

itations for more complex cases with high overlap rate between loads. The multi-label

classification approach comes to tackle the limitation of the single label-classification

by allowing the identification of multiple loads at a time. The proposed method was

event-based and relied on a simple event detector to detect state power changes in the

aggregate signal. The method showed good results when combined with a binning

method as preprocessing step. However, this approach is prone to noise and suffers to

detect events that are not sharp (gradual increase or decrease). We therefore wanted

to experiment with another event-detection approach. The clustering-based event de-

tection method we proposed tackles the aforementioned problems. Research showed

that increasing the feedback frequency could result in additional savings. This mo-

tivated us to find how we could model a near-real time load disaggregation system

capable of giving energy consumption feedback each 3 seconds. Our near real-time

NILM approach combines a multi-label classification and a multi-output regression to

predict the power usage of each targeted load in a near real-time fashion. To success-

fully deploy NILM solutions in a real-word scenario, many challenges are still to be
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overcome. One of these challenges is the robustness towards non-targeted loads. This

motivated us to study the effect of non-targeted loads on the disaggregation perfor-

mance to better understand how non-targets impacts the disaggregation performance

and also how to make NILM methods more adapted for this problem. These works

resulted in the following contributions:

1. Study of the effect of non-targeted loads on the NILM performance.

2. A new event detection approach based on data clustering.

3. A new data preprocessing method using discretization.

4. A new load disaggregation approach based on multi-label classification and

multi-output regression.

Future Works

In the future, we plan to undertake the following works:

• Apply different deep learning architectures for NILM

• Design a measurement system and user interface for collecting ground-truth

and aggregate signals.

• Collect data and construct a NILM dataset of Algerian households.

• Use the dataset to develop a NILM system.

• Hardware implementation and testing of the developed NILM system in a house-

hold.
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