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Résumé - Le but de ce projet est de vérifier expérimentalement des algorithmes dans
un environnement réel pour estimer la direction d’arrivée (DoA) d’une source RF (Radio
Fréquence). Pour ce faire, nous présentons deux approches différentes: la première est
Multiple Signal Classification (MUSIC) et la seconde est l’estimation conventionnel de la
direction de l’angle du signal (Bartlett), les deux approches sont implémentées sur des
plateformes NI USRP de National Instruments . et configurer dans le logiciel LabView.
Mots-clés : direction d’arrivée, estimation, Radio Fréquence, MUSIC, Bartlett, USRP,
LabView.

Abstract - The aim of this project is to present an experimental verification in real en-
vironment of algorithms to estimate direction of arrival (DOA) of an incident RF (Radio
Frequency) source. To do so, we present two different approaches, The first is multiple
signal classification (MUSIC) and the second is a conventionnel estimation of signal angle
direction (Bartlett) , both approaches are implemented on a National Instruments (NI)
USRP platforms, and the algorithms are setup in LabView NI software.
Key-words: direction of arrival, estimation, (Radio Frequency), MUSIC, Bartlett, USRP,
LabView.
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Intoduction

DOA estimation plays an important role in array signal processing, and has a wide range
of application. In this work, We will describe DOA estimation, and give its mathematical
model.

Then estimate DOA based on the MUSIC and BARTLETT algorithms, and also give
some simulations with MATLAB and implement it in LabVIEW to simulate what factors
can affect their accuracy and resolution.

Estimating the Direction of Arrival of an incident source signal is an active research
area due to its innumerable applications in radar, sonar for source localization, and beam-
forming/steering in mobile communication.

A number of techniques has been proposed and validated in simulations to improve
the performance of DoA systems. However, validation of those techniques in actual hard-
ware is much more challenging because implementing such a system in hardware takes a
significant amount of time, effort and with a high cost. Currently, the Software Defined
Radio approach could help researchers and engineers to reduce the time, effort and cost
to implement a localization system. Thus, SDR approach is widely spread in designing
localization systems. The use of SDR enables to transform radio hardware problems into
software problems.
Moreover, a significant amount of signal processing can be conducted in software. This
platform offers great flexibility to researchers and developers to design new protocols,
methods or techniques for localization and wireless communication systems. LabVIEW
software and USRP hardware are the common platforms used in SDR systems.

The advantages of SDR platform discussed above motivate us to implement Source
localization system using Laboratory Virtual Instrument Engineering Workbench (Lab-
VIEW) software and Universal Software Radio Peripheral (USRP) hardware platform.
Precisely, we used LabVIEW 15.0 development system software and the National In-
strument’s (NI) USRP-2942R and USRP-2921 hardware. For presenting two different
approaches to estimate direction of arrival (DOA) of an incident RF source. In one hand,
the first proposed method is Multiple Signal Classification (MUSIC) which is based on
extracting the signal and noise subspaces from the R matrix received data matrix. The
angle of the signal arrival is extracted from the signal subspace. In the other hand, Beam-
forming method conventional beamformer with (BARTLETT) algorithm.
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The DOA estimators is tested in both indoor space in the lab and open atmosphere.
The experiment setup and measurement results show that the DOA of incoming sources
can be successfully estimated in different realistic scenarios and in real time.

The report is organized as follows. The first Chapter gives an introduction to local-
ization problem and literature solutions as to know what is expected from our system.
The second chapter discusses the used Software and Hardware. The experimental setup
and procedures are discussed in details in Chapter 3 followed by the experimental results
and discussion in chapter 4, We sum up the report by a conclusion.
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Chapter 1

Localization problem and literature
solutions

1.1 Array Signal Processing

In literature, sensor array signal processing, array signal processing or simply array pro-
cessing are three terms that refer to a field of signal processing that uses a group of sensors
arrayed in a particular geometry to estimate a signals parameters and extract it in the
presence of noise using its temporal and spatial characteristics.
There are three traditional problems related to array processing:
- Detection which is finding the number of emitting sources (M).
- Estimation which is concerned with estimating the DOA of these sources.
- Reception or beamforming which is the isolation of the desired signal and suppressing
the interference by multiplying the received signal x(t) by a weight vector w(t).
Array processing has a wide range of applications in many aspects of electri- cal engi-
neering or interdisciplinary research. One of these applications is DOA estimation which
is the eld of application that is investigated in this report. An- other application is in
communications systems such as satellite communication, 2G and following generations
which use array processing to improve the system performance and to increase its capacity
[1]

1.2 Motivation and objectives

DOA estimation is an important technique in the field of signal processing in which the
exact location of the source can be found from incoming RF signals. This technique is used
in the array signal processing for the purpose of wireless communication and audio/ speech
processing systems. In the last decade, wireless communication services have known an
explosive growth. According to the International Telecommunication Union (ITU), in five
years the number of mobile cellular subscriptions worldwide doubled, from 2.2 billion in
2005 to a tremendous 5.3 billion in 2010. 90 percent of the world population now has
access to mobile networks. There is a constant demand for cheaper and more efficient
portable devices. To sustain this enormous expansion of the mobile telecommunication
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market, the modern mobile technology has to evolve in like manner.

Figure 1.1: Number of the mobile cellular subscriptions from 2005 to 2010

The ever increasing number of mobile subscribers and limited available bandwidth,
introduces major challenges for the wireless technology, especially in densely populated
areas. Mobile communication techniques have to improve the capacity of the network and
reduce co-channel interference. Over the years, a number of technologies have emerged
that, very effectively, deal with these high demands. Channel access methods such as Fre-
quency Division Multiple Access (FDMA), Time Division Multiple Access (TDMA) and
Code Division Multiple Access (CDMA) allow different data streams to be transmitted
in parallel over the same communication channel by dividing frequency bands and time
slots and allocating different code schemes respectively. They efficaciously increase the
channel throughput and avoid interference between the users. As the number of wireless
users unceasingly expands and with the recent shift in emphasis from voice to multimedia
applications, research towards smart antennas (SAs) emerged to attain an even higher
system capacity. Smart antennas exist out of multiple antennas collaborating, forming an
antenna array. The use of SAs allows the application of Space-Division Multiple Access
(SDMA). SDMA spatially separates signals, i.e. based on their location and independent
from their carrier frequency, time slot or assigned code. To determine the positions of
the users, Direction of-Arrival (DoA) finding algorithms are used. This work concen-
trates on these DoA estimation algorithms.The aim of this work is to build and test in
a real environment, using NI USRP platforms, a number of well known DoA estimation
algorithms. Comparing their performance through simulations, and in an indoor/outdoor
environment. [2]

1.3 Direction-of-Arrival Estimation Problem

The problem of interest here is estimation the DOAs of emitter signals impinging on a
receiving array when a given finite data set x(t) is observed over t = 1,2, ..., N [9]

There are two research directions for DOA estimation, self-adaption array signal pro-
cessing and spatial spectrum estimation. Self-adaption occurs earlier in literature than
spatial spectrum and has already been used in many practical engineering systems. On the
other hand, though spatial spectrum estimation has developed rapidly and had abundant
references, it is rarely found in practical systems. At present, it is still being developed.
Spatial spectrum is an important concept in array signal processing theory. It presents
the distribution of signals in every direction in the space. Hence, if one can get the sig-
nal’s spatial spectrum, one can get the direction of arrival (DOA). Consequently, spatial
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spectrum estimation can be also called as DOA estimation. DOA estimation is a key
research area in array signal processing and many engineering applications [3]

Consider multiple signals si (i = 1, . . . , L) impinging on a receiver from different
direction of-arrivals (DoAs). We assume that these signals are plane waves arriving from
a direction of-arrival φi.

Figure 1.2: The Direction-of-Arrival Estimation Problem

The impinging signals can be either reflections – delayed copies from the same signal
– or signals arriving from different transmitters. When the receiver is able to properly
estimate the DoAs of the received signals using a smart antenna system, it can direct
its antenna beam in these angles. It thus improves considerably the efficiency of the
reception.
There are several problems the receiver has to deal with, while estimating the angles of-
arrival.
Firstly the communication channel is introducing noise.
Secondly the waves arriving from different angles-of-arrival can have unequal amplitudes,
which sometimes makes it difficult to distinguish between an actual and an interfering
signal.
Another difficulty is reflection, which causes signals to be highly correlated and – if not
properly treated – causes the DoA estimation algorithms to produce misleading results.
An additional complication is that the receiver is unaware of the number of signals that
are impinging.
Moreover, the receiver has to cope with it’s own imperfections, e.g. mutual coupling of
the channels, their phase unsynchronization, sensor position errors or platform effects.

Then,The practical applications of Signal-Subspace techniques have been limited due
to the fact that calibration errors relating to the electrical and/or geometrical character-
istics of the array, can severely degrade their performance, this leads to deal with Array
calibration problem.[4]

Finally, the problem of spatial aliasing, It is well known fact from the sampling the-
orem that aliasing occurs in the frequency domain if the signal is not sampled at high
enough rate (the minimum rate is Nyquest sampling rate given by the twice of the band-
width of the signal).
We have the same sort of considerations to take into account when we analyze the spec-
trum of the spatial frequency as well. The Nyquest equivalent of the sampling rate to
avoid spatial aliasing implies that the distance between the sensors d should be less than
or equal to the half of the minimum wavelength , i.e, d ≤ λmin

2 whereλmin is the mini-
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mum wavelength corresponding to the maximum frequency fmax . This is due to the fact
that the velocity of sound, v = fλ is fixed in a medium and thus, when the frequency is
maximum, the wavelength is minimum.

Figure 1.3: Visualization of Spatial Aliasing

In Figure 1.3 k̃ is the space domain or wavenumber. whereas s(k̃) is the sampled signal
in space domain. In the top of the Figure Nyquest Sampling Rate is maintained and as a
result there is no overlap of the spectra of the sampled signals but in the bottom of the
Figure aliasing occurs as Nyquest criterion is not maintained.[5]

1.4 Data Model

We consider an M-element uniform array on which signals s1(t),s2(t), ...,sL(t) are incident
from L different DoAs (1;2;....;L). We write for the received signal - the array data

X(Φ, t) =



X1(Φ, t)

X2(Φ, t)
...

XM (Φ, t)


= A(Φ)S(t) +N(t)

where A ∈ C(MxL) is the array response matrix, S(t)∈ C(Lx1) the matrix containing
the impinging signals and N ∈ C(Mx1) is the noise matrix. Under the assumption that
the incident signals and the noise are uncorrelated the signalcorrelation matrix can be
represented as

Rx = A(φ)RsA
H(φ) + σ2

nIM (1.1)

where RS is the signal correlation matrix, σ2 the noise power at each array element
and IM a MxM identity matrix. To estimate RX we compute
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R̂x =
1
T
XMXH

M (1.2)

Where T denotes the number of samples.

1.5 Array Response

Consider the case of a M-element uniform linear array on which a plane wave sl impinges
from a direction-of-arrival l.
Under fafield assumptions, we write for the time delay τm between a reference element -
element 1 in Figure 1.4 and the m-th element in the array

τM = (m− 1)dxcos(Φ1)

c
(1.3)

where c is the speed of light and dx the inter-element distance.

Figure 1.4: Plane wave sl impinging from direction-of-arrival Φ on a M-element ULA

Now we can write the antenna array response A(Φ) to the impinging plane wave sl as

A(Φ) =

[
a1(Φ1) a2(Φ2) · · · aL(ΦL)

]

al(Φl) =

[
1 e−jkdxcos(Φl) e−j2kdxcos(Φl) · · · e−j(M−1)kdxcos(Φl)

]T

where al(Φ) is the response of the l-th antenna element and k is the wavenumber of the
plane wave.
- We write for the noise matrix
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N=
[
n1 n2 · · · nN

]
T

We assume the noise components to be Additive White Gaussian Noise (AWGN). This
models the background noise of the communication channel.

1.6 Spectral-Based DoA Estimation Techniques

We can subdivide the direction-of-arrival estimation methods into two main groups. We
distinguish between low resolution and High resolution DoA estimators. Spectral-based
DoA estimation techniques will estimate the mean power P in function of the look angle
Φ. It then estimates the DoAs by determining the local maxima in the power spectrum
P(Φ). We discuss two spectral-based DoA estimation methods, starting with the Bartlett
procedure. Finally we introduce MUSIC estimator which belong respectively to a low
resolution and high resolution algorithms.

1.6.1 Bartlett

One of the earliest methods of spectral analysis of DOAs is the Bartlett method. The
idea is to guide the antenna beam in one direction (by using weighting vector w(t) which
acts like a spatial filter) and measure the output power. The directions which result in
maximum power yield the DOA estimated.[6]

We can express the Bartlett estimation technique by the following formula

PΦ = AH(φ)RxA(φ) (1.4)

where A(Φ) is the antenna array response,
Rx is the signal correlation matrix and H is an operator denoting the hermitian transpose.
Bartlett suffers from poor resolution, which can only be increased by increasing the num-
ber of antenna array elements which is a fairly expensive technique and thus undesired
for. Also, Bartlett faces spectral leakage problems. If an antenna array is steered in a di-
rection Φ , the array not only measures the mean power P from signals arriving from that
direction Φ , but it also measures the power of signals arriving from directions other than
Φ albeit with a strong attenuation. This effect, which is undesired for, can be prevented
by making use of special weighing techniques. This however decreases the resolution of the
Bartlett estimator. An important advantage that the Bartlett DoA estimation method
has over other DoA estimation techniques, is that it’s resolution is independent from the
signal-to-noise-ratio (SNR) in the communication channel. [2]
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1.6.2 MUSIC

MUSIC is an acronym which stands for Multiple Signal classification algorithm was de-
velopped for the first time by Schmidt in 1979 and this higher resolution technique is
based on exploiting the eigen-structure of input covariance matrix. This method is to de-
compose the covariance matrix into eigenvectors in both signal and noise subspaces. The
direction of sources is calculated from steering vectors orthogonal to the noise subspace.
Which detect the peak in spatial power spectrum [5].

Figure 1.5: N element antenna array with D arriving signals

The implementation of the MUSIC algorithm is as follow:

1- In the first step the estimation of the input covariance matrix is based on N received
signal vector.

2- The second important step is to find the eigenvalue calculated by decomposing the
covariance matrix.

3- The eigenvalue is calculated and then according to order of Eigenvalues take that eigen-
vector and eigenvalue which are equal to number of signal D as and take that as a part
of space.

4- The remaining M-D eigenvectors and eigenvalues are taken as a part of noise. [10]

5- Compute the MUSIC spectrum.

6- In the last step spectrum function is calculated and the estimated value of DOA is
found by searching the peak values. [10]
If D is the number of signal eigenvalues or eigenvectors and the number of noise eigenvalues
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or eigenvectors is N-D, the array correlation matrix with uncorrelated noise and equal
variances is than given by:

Rxx = ARssA
H + σ2

nIM (1.5)

Where

A=
[
a(Φ1) a(Φ2) a(Φ3) · · · a(ΦD)

]
T is (N x D) array steering matrix

Rss =

[
s1(k) s2(k) s3(k) · · · sD(k)

]T

is (D x D) source correlation matrix

Rxx has D eigenvectors associated with signals and (N – D) eigenvectors are associated
with noise, we can then construct the N x (N-D) subspace spanned through the noise
eigenvectors such that

VN =

[
V1 V2 V3 · · · VN−D

]

The noise subspace eigenvectors are orthogonal to array steering vectors at the angles of
arrivals Φ1, Φ2, Φ3,..., ΦD and Pseudospectrum of the MUSIC given as:

PMUSIC(Φ) =
1

abs(a(Φ)HVNV
H

N a(φ))
(1.6)

However when signal sources are coherent or noise variances vary the resolution of
MUSIC diminishes, we must collect many time samples of received signal plus noise; we
assume ergodicity and estimate the correlation matrices via time averaging as:
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Rxx =
1∑

X(k)XH(k)
Rxx = ARssA

H +ARsn +RnsA
H +Rnn

The MUSIC Pseudospectrum using equation with time averages now provides high angular
resolution for coherent signals. MUSIC’s Spatial Spectrum

PMUSIC =
1

aH(Φ)EnEH
n a(Φ)

(1.7)

Where a(Φ) is steering vector and En is noise subspace eigenvectors.

The DOA estimates are obtained by scanning the angle φ in the range [-90; 90] and
observing peaks of the spatial spectrum function S(θ). [7]

The MUSIC algorithm is only for the spatial spectrum estimation of incoherent signals.
When signal sources are coherent, the coherent signals will unite into one signal, then the
independent signal sources that received by the array will decrease, which lead to the
array covariance matrix rank reduce and the number of larger eigenvalues less than the
incoming signal. Spatial spectral curve does not present the peak, thus cannot obtain the
correct signal DOA estimation [8]
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Chapter 2

Software and Hardware Description

2.1 Software Defined Radio

2.1.1 What is Software Defined Radio SDR ?

Software Defined Radio (SDR) is defined as:“Radio in which some or all of the physical
layer functions are software defined.”

SDR refers to the technology wherein software modules running on a generic hardware
platform are used to implement radio functions. Combine the NI USRP hardware with
LabVIEW software for the flexibility and functionality to deliver a platform for rapid
prototyping involving physical layer design, wireless signal record & playback, signal in-
telligence, algorithm validation, and more.

A software-defined radio system is a radio communication system in which certain
hardware components are implemented in software. These hardware components include
filters, amplifiers, modulators, and demodulators. Because these components are defined
in software, you can adjust a software-defined radio system as needed without making
significant hardware changes. Since computers today may contain very fast processors
and high-speed interfaces, we can leverage these abilities for our software defined radio
by implementing them on a computer quickly, using LabVIEW.An overview of a SDR is
depicted in Figure 2.1.

2.1.2 Digital Communication System Fundamentals

A typical digital communication system includes a transmitter, a receiver, and a com-
munication channel. Figure 2.2 illustrates the general components of a digital commu-
nication system. The transmitter, shown as blocks on the top row, contains blocks for
source and channel coding, modulation, simulating real-world signal impairments, and up
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Figure 2.1: Simplified Overview of a SDR

conversion. The receiver, which includes the blocks in the bottom row, has blocks for
down conversion, matched filtering, equalization, demodulation, channel decoding and
source decoding.

Figure 2.2: Digital Communication System Block Diagram

SDR is the concept which implements radio transmitters and receivers with pro-
grammable software instead of implementing them completely using hardware . This
will provide the possibility of reconfiguring and adjusting the RF parameters in the soft-
ware layer, so that the same radio hardware can work for different requirements. At the
transmitter side of a typical SDR system, the SDR software transforms the data into pro-
cessed digital signals with the user’s preferences and provides the digital signal to digital
to analog converter (DAC). The DAC transform the digital signal into analog waveforms.
Afterwards the analog waveform is transmitted through the antenna to the radio channel,
or through cables for precise testing purposes. At the receiver side of the SDR system,
the antenna acquires the received analog waveform which is then processed by the analog
front end and provided to the ADC, which transforms the analog waveform into a digital
signal. The digital signal then proceeds to the SDR software for further signal processing
and recovering the data that has been transmitted. The physical layer architecture of a
typical current SDR system is seen in Figure 2.3 . The antennas in this system can also
be SDR controlled. When the antennas are SDR controlled, the capability of the system
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will be increased due to its greater tunability [11].

Figure 2.3: Typical SDR system structure

In the above SDR system, the RF front end is in charge of get the signal from desired
carrier frequency and transfers it to a specific IF or baseband at the receiver side, or shifts
the baseband signal to a desired carrier frequency at the transmitter side. ADC/DAC
is used to make transformations between analog and digital signal, while digital signals
are used in Field Programmable Gate Array (FPGA) and PCs, analog signals are used
in RF front end and antennas. FPGAs in the SDR are embedded with specific digital
signal processing codes that can perform digital baseband and RF processes, such as
up/down-conversion, channelization filtering and modulation. Main calculations, system
monitoring and upper layer application like spectrum analysis, radio playback, etc., are
performed by the PCs [11].

2.1.3 Benefits and Limitations of SDR

Using software instead of hardware not only reduces the manufacturing cost and the
maintenance time, but also allows for more flexible systems to be developed. In addition,
having a processor to replace many hardware components will increase the hardware life-
time until a new hardware generation is introduced [10]. If the software is well-written
in such a modular manner, software re-usability and portability will be a great benefit
as well. Another advantage of using SDR is the ability to create blocks in software, do
simulation and test the system’s behaviour before using the same software for a real-time
product . Although SDR is very advantageous, unfortunately, there are few disadvantages
and limitations. Disadvantages include: power consumption, efficiency and speed of hard-
ware. For example ASICs are better in terms of these three metrics, since the designer
can optimise his design to fit a specific application while GPP are aimed to be general
purpose. However, SDR benefits from the rapid developments in GPP field especially, the
multicore technologies and the parallel computing . SDR also has two limitations: First,
LNAs have bandwidth restrictions . Second, DAC/ ADCs dynamic range, sampling rate
and band-width requirements are higher than the practical capabilities . With all the
advantages and disadvantages of SDR, there is still some signal processing that needs to
be done on the hardware such as multirate processing and filtering. This processing is
done on an FPGA [10].
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2.2 Universal Software Radio Peripheral USRP

USRP is a widely used SDR platform which possess various abilities of SDR, such as
wide range of bandwidth and great tunability. USRP connects real-time RF systems
to PCs using Universal Serial Bus (USB) or Ethernet connections. Second generation
USRPs are able to work with GNU radio, NI-Labview and Simulink. The USRP series
under National Instruments’ brand is called NI-USRP and are paired with NI-Labview
tool boxes, which is used in the implementation of this project [11].

2.2.1 USRP and USRP RIO

NI USRPs are SDR prototype platforms capable of numerous applications for educa-
tion and research. The combination of NI’s hardware and software offers flexibility and
functionality for physical layer design, record and playback, signal intelligence, algorithm
validation, and more in affordable price.
The 2921 USRP and 2942 Rio USRP models are used for the implementation, are con-
nected to PCs using Ethernet and PCIe x4 connections respectively working in pair with
NI-LabVIEW and both are able to perform multiple input, multiple output (MIMO) func-
tionalities. In this work, the NI USRP- Rio 2942 and NI USRP 2921 models are used for
the implementation [11].

• NI USRP 2921

The National Instruments universal software radio peripheral (USRP) 2921 device can
send and receive signals for use in various communications applications.

NI USRP-2921 model is shown in Figure 2.4. There are two SMA signal ports RX1/TX1
(which can perform both transmission and reception) and RX2, an Ethernet connection
port, a MIMO expansion port, and an external reference clock input port, a pulse per
second reference input port, and a power adapter port in the front panel. The NI USRP-
2921 model has a frequency range from 2.4 GHz up to 2.5 GHz and 4.9 GHz up to 5.9
GHz with an instantaneous Real-Time bandwidth of 48 MHz (with 8 bit samples) or 24
MHz (with 16 bit samples). When the USRP works as transmitter, the DAC rate is 400
MS/s for 16 bit samples with 2 channels, and the DAC Spurious Free Dynamic Range
(SFDR) is 80 dB. When it works as receiver, the noise figure is around 5 to 7 dB and
the ADC rate is 100 MS/s with a SFDR of 88 dB. The maximum input power at RX is
0 dBm. More detailed information about NI USRP specifications.

In terms of hardware structure of NI USRP-2921, as seen in Figure 2.5, the RF switches
are used to select which port of RX/TX to use. The TX1/RX1 port can work for both
transmit and receive and the RX2 port can be only used to receive. When it works as a
receiver, the analog waveform is acquired from the selected RX port and fed to low noise
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Figure 2.4: NI USRP platforms Identification

amplifier (LNA) and drive amplifier, the amplified signal is then mixed with local oscilla-
tor (LO) in order to move the signal to baseband or IF from carrier frequency. The signals
(real parts and imaginary parts) are filtered by low pass filters (LPF) with bandwidth of
20 MHz and then converted into digital signal by ADC and fed to a programmable digital
down converter (DDC) to perform down-conversion, if needed, and finally the digital sig-
nal is transmitted to PC via 1 Gbit Ethernet for further processing. When working as a
transmitter, the processed digital signal is first transmitted from PC to USRP hardware
via Ethernet and then feed to digital up converter (DUC) for up-conversion, and then
the digital signal is converted into analog signal by DAC. The analog signals are then
filtered by 20 MHz LPF and mixed by local oscillator in order to transfer the signal form
baseband to a specific carrier frequency and then amplified according to user’s preferences
by the TX amplifier. The last step is to transmit the signal through TX1 to antennas
or cables (the TX/RX should be correctly selected in the setting of USRP otherwise
errors will occur). The NI USRP connects to a host PC to act as a software-defined
radio. Incoming signals attached to the standard SMA connector are mixed down using
a direct-conversion receiver (DCR) to baseband I/Q components, which are sampled by
a 2-channel, 100 MS/s, 14-bit analog-to-digital converter (ADC).

The digitized I/Q data follows parallel paths through a digital down conversion (DDC)
process that mixes, filters, and decimates the input 100 MS/s signal to a user-specified
rate. The downconverted samples, when represented as 32-bit numbers (16 bits each for
I and Q), are passed to the host computer at up to 20 MS/s over a standard Gigabit
Ethernet connection.
For transmission, baseband I/Q signal samples are synthesized by the host computer and
fed to the USRP-2921 at up to 20 MS/s over Gigabit Ethernet when represented with
32-bits (16-bits each for the I and Q components). The USRP hardware interpolates
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Figure 2.5: USRP 2920 Block Diagram

the incoming signal to 400 MS/s using a digital upconversion (DUC) process and then
converts the signal to analog with a dual-channel, 16-bit digital to- analog converter
(DAC). The resulting analog signal is then mixed up to the specified carrier frequency.
An available 8-bit mode, in which 16-bits total are used to represent the I and Q values
of a downconverted sample or sample to be upconverted, can enable a transfer rate of up
to 40 MS/s over the Gigabit Ethernet or PCIe x4 connection between the host PC and
the USRP [1].

• NI USRP RIO 2942

The USRP RIO software defined radio (SDR) platform provides an integrated hardware
and software solution for rapidly prototyping high-performance wireless communication
systems. Each USRP RIO device has two RF transceivers and a large Xilinx Kintex-7
(410T) FPGA in a half-1U rack-mountable form factor. The Kintex-7 FPGA is a recon-
figurable LabVIEW FPGA target that incorporates DSP48 coprocessing for high-rate,
low-latency applications. With the flexible hardware architecture and the LabVIEW uni-
fied design flow, researchers can prototype faster and significantly shorten time to results.
A NI USRP RIO is shown in figure 2.6 Researchers around the world are using this
design flow to prototype a wide range of advanced research applications that include di-
rection finding; beamforming; multiple input, multiple output (MIMO); synchronization
of heterogeneous networks; LTE relaying; RF compressive sampling; spectrum sensing
and cognitive radio [10].
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Figure 2.6: NI USRP RIO-2942- platform

The technical specifications of USRP units (NI USRP-2942R) used in this project are
as follows [10]:

• 1.2 GHz to 6 GHz Tuneable RF Transceiver.

• Large reconfigurable DSP48 based Xilinx Kintex-7 FPGA.

• 40 MHz per channel real-time bandwidth featuring up to 80 dB of dynamic range.

• High-speed, low-latency PCI Express x4 ( 800 MB/s) connection to the host.

• Optimised RF performance with corrections for DC offset, I/Q imbalance and am-
plitude accuracy.

USRP RIO Block diagram is illustrated in figure 2.7

The following figure shows a simplified block diagram of the USRP-2942 40 MHz. The
signal path is duplicated for each of the two channels. The following lists describe the
individual blocks: The area within the dotted line indicates the processing on the FPGA
when you use NI-USRP with the default FPGA image. When you use LabVIEW FPGA,
you control the processing on the FPGA. The RF switch allows transmit and receive
operations to occur on the same shared antenna. On the USRP-2942, one antenna is
designated receive-only. Receive Path:

• The low-noise amplifier and drive amplifier amplify the incoming signal.

• The phase-locked loop (PLL) controls the voltage-controlled oscillator (VCO) so
that the device clocks and local oscillator (LO) can be frequency-locked to a reference
signal.
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Figure 2.7: USRP RIO Architecture

• The mixer downconverts the signals to the baseband in-phase (I) and quadrature-
phase (Q) components.

• The lowpass filter reduces noise and high frequency components in the signal.

• The analog-to-digital converter (ADC) digitizes the I and Q data.

• The digital downconverter (DDC) mixes, filters, and decimates the signal to a user-
specified rate.

• The downconverted samples are passed to the host computer over a standard gigabit
Ethernet connection. Transmit Path:

• The host computer synthesizes baseband I/Q signals and transmits the signals to
the device over a standard gigabit Ethernet connection.

• The digital upconverter (DUC) mixes, filters, and interpolates the signal to 400
MS/s.

• The digital-to-analog converter (DAC) converts the signal to analog.

• The lowpass filter reduces noise and high frequency components in the signal.

• The mixer upconverts the signals to a user-specified RF frequency.

• The PLL controls the VCO so that the device clocks and LO can be frequency-locked
to a reference signal.

• The transmit amplifier amplifies the signal and transmits the signal through the
antenna.
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Figure 2.8: RIO datasheet

2.3 LabView Software

NI LabVIEW is a graphical programming platform which is suitable for a variety control
and measurement systems. It offers great integration with existing legacy software and
hardware, which makes problem-solving and innovations faster and efficient.

2.3.1 LabVIEW basics

LabVIEW provides the concept of Virtual Instruments (VIs), every program written in
LabVIEW appears as a VI, which contains a front panel and a block diagram, as seen in
Figure 2.9.

Figure 2.9: Typical LabVIEW VI

The front panel of a VI has the same function as actual instrument’s front panel; design-
ers can add inputs like numeric inputs, switches, connections, etc., as well as indicators
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like graphs. The actual programming is done in the block diagram. When creating a user
interface component in the front panel, a corresponding icon is also created in the block
diagram. The design is done by connecting the icons together to have a block diagram
of the specific design. There are also a great number of built-in functions and toolkits,
provided by NI, which can be selected for different purposes, and they are very efficient
to use while programming [11].

2.3.2 Benefits of programming in LabVIEW

One of LabVIEW’s major differences from other general-purpose programming lan-
guages is its graphical, dataflow programming style. In LabVIEW, programming is per-
formed by wiring together graphical icons on a diagram instead of programming in text,
and those icons are executed according to the rules of data flow. The benefit of the
graphical programing is that the users can spent more time on actual system design and
focus on problem-solving, rather than spend significant time learning the specific text-
based syntax of programming languages. There is a great amount of built-in functions
for different purpose provided by National Instruments in different toolkits. The codes
generated by the graphical programing language can run as effective as the traditional C
codes.
LabVIEW supports smooth integration with existing software and hardware. LabVIEW
contains components like Formula Node, MathScript Node, etc., which provide interfaces
for C programming (Formula Node) and Matlab Script (MathScript Node). This expands
the range of use of LabVIEW and saves a plenty of time for users, as there is a great num-
ber of existing C and Matlab codes for various purposes.
LabVIEW also provides a number of interactive debugging tools such as probes, high-
lighted execution and dataflow and immediate feedback indicating errors in the code.
This makes debugging more easily and also provides monitoring methods while doing
measurements and tests [11].

2.3.3 LabVIEW working with NI USRP

According to the advantages mentioned above, LabVIEW is used to control the NI
USRP in our implementation. In order to enable LabVIEW to work with NI USRP, a few
toolkits and drivers have to be installed, namely NI-USRP 1.2 Driver, LabVIEW Mod-
ulation Toolkit, LabVIEW MathScript RT Module, and LabVIEW Digital Filter Design
Toolkit.

These toolkits and drivers come with the USRP package and can also be found on
National Instruments’ websites. And more toolkits and drivers might be needed according
to designers’ particular requirements [11].

The basic control of NI USRP is very simple trough built-in functions as shown in
Figure 2.10. It can be divided into three steps [1]:

1. Configure the USRP properties such as sampling rate, carrier frequency, gain, etc.,
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according to the designer’s needs.

2. Start read (receiver) or write (transmitter) process to receive or transmit data based
on the properties selected in first step. This step normally contains loops to receive
or transmit continuously.

3. After completing the transmission and/or reception, the USRP connection has to
be closed.

Figure 2.10: Basic steps of controlling USRP via LabVIEW

There are eight built-in functions for USRP control in LabVIEW (NI-USRP driver
needed), which are divided into three categories according to the steps mentioned above.

Figure 2.11: The eight most-used NI-USRP functions

The 5 functions in the leftmost column are configure functions used to configure and
initiate the USRP as seen in Figure 2.11. The two functions in the middle are used to
read/write data from/to the USRP. Finally, the functions in the right most column are
used to close the connections between PC and USRP.

Figure 2.12 shows an example front panel of a single channel USRP receiver and Figure
2.13 shows the corresponding block diagram. As shown in Figure 2.12, the user has to
select the device names, IQ sampling rate, carrier frequency, active antenna, gain and
number of samples before clicking the start button. There are displays for the baseband
power spectrum graph and IQ signal graph indicating the current receiving situation.
There is also an error output, indicating whether there are errors or not. The selection
of sampling rate and number of samples must be within the limitation of USRP and PC
in order to avoid errors. The corresponding block diagram shows the actual design of the
VI, such as how the components in the front panel are connected and the path and the
data flow.
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Figure 2.12: Example front panel for USRP receiver

Figure 2.13: Example block diagram for USRP receiver

2.3.4 Description of some modules in LabVIEW

The following section outlines the eight most-used USRP functions. They have been
grouped in categories by their functionality, as illustrated in figures 2.10 and 2.11. These
categories are: Configure, Read/Write, and Close. These categories are included in most
data acquisition programs.

• Configure Functions
• niUSRP Open Rx Session :
The niUSRP Open Rx Session VI is the first VI that is used to create a software
session with the USRP for receiving an RF signal. A session is necessary to send
configuration data and retrieve IQ data from the USRP.

• niUSRP Configure Signal :
The niUSRP Configure Signal VI can be used with a receive (Rx) or a transmit
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(Tx) session. It sets the IQ rate, carrier frequency, gain, and active antenna. For
multiple USRP configurations the channel list specifies a specific USRP. Not all IQ
rates, frequencies and gains are valid. Always read. the coerced values to see if the
requested and actual (coerced) values are different.

• niUSRP Initiate :
The niUSRP Initiate VI starts the receive session and tells the USRP that all config-
uration is complete and that the USRP should begin to capture IQ data (samples).
This VI can only be used with an Rx session.

• niUSRP Open Tx Session :
The niUSRP Open Tx Session VI is the first VI that is used to create a connection to
the USRP for transmitting an RF signal. A session is necessary to send configuration
data and send IQ data to the USRP. A Tx session can only be used with Tx functions.

• Read/Write Functions :

• niUSRP Fetch Rx Data (Polymorphic):
The niUSRP Fetch Rx Data VI allows you to retrieve IQ data from a USRP that
has an Rx session created with the niUSRP Open Rx Session VI. This data can
then be graphed in time domain, or digitally processed for analysis. This VI is
polymorphic, meaning that there are several versions (instances) of the VI available
to choose from depending on the data type you wish to work with. This VI can
only be used with an Rx session.

• niUSRP Write Tx Data (Polymorphic):
The niUSRP Write Tx Data VI allows you to send IQ data to the USRP so that
it may transmit that data at the carrier frequency specified by the niUSRP Con-
figure Signal VI. This VI is polymorphic, meaning that there are several versions
(instances) of the VI available to choose from depending on the data type you wish
to work with. This VI can only be used with a Tx session.

• Close Functions :
• niUSRP Abort:
The niUSRP Abort VI tells the USRP to stop an acquisition in progress. This VI
allows you to change configuration settings without completely closing the session
and creating a new session. This VI can only be used with an Rx session.

• niUSRP Close Session :
The niUSRP Close Session VI closes the current Rx or Tx session and releases the
memory in use by that session. After calling this VI you can no longer transmit to
or receive data from the USRP until you re-open a new session.

2.3.5 Simulation of BARTLETT & MUSIC Algorithms

• Simulation of BARTLETT Algorithm:
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As explained in section 1.5.1 , BARTLETT algorithm is a Conventional Beam-
forming Method, one of the earliest methods of spectral analysis of DOAs. The idea
is to guide the antenna beam in one direction (by using weighting vector ( w) which
acts like a spatial filter) and measure the output power. The directions which result
in maximum power yield the DOA estimates.

In this section, we’re going to simulate BARTLETT’s algorithm in LabVIEW,
as shown in figure 2.14. Firstly, A signal is generated with the appropriate an-
gle of arrival then the BARTLETT’s algorithm is processed to confirm that the
implementation is working well.

Figure 2.14: Block Diagram of Bartlett’s algorithm test

• Generation module:

The Module shown in figure 2.15 allows to generate specific signal with the desired
parameters .

• Sine Generation module:

This module allows to generate sine signal with the desired parameters .

Inputs:

• Sampling rate.

• Frequency.

• Amplitude.
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• SNR in ordr to insert Gaussian white noise.

Outputs:

• Complex BB signal.

Operation: Produce the BB sine waveform with Gaussian white noise where sine’s
frequency is suitable for given sampling rate. If Nyquist criterion is not fulfilled,
then report error.

Figure 2.15: Block Diagram of Generation module

• Direction vector : As shown in figure 2.16.

• Input :

• theta Direction of arrival.

• Snapshots.

• Frequency.

• Number of array elements.

• The number of Sensors.

• The number of Sources.

• Wavelength.

• Element spacing.

• SNR.
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Figure 2.16: Diagram of Direction vector

Figure 2.17: BARTLETT Algorithm steps

• Beam bartlett module: Figure 2.17 explain the following points:

• Creation of a matrix with P row and M column.

• Calculation of Data covarivance matrix.

• Finding the best weights that maximize the power.

• Peak search.

• Display Spatial spectrum function. As can be seen in Figure 2.18.
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Figure 2.18: Bartlett Beam block diagram

• Display Simulations

• For 2 Sensors and For 10 Sensors:

Figure 2.19: Front panel of BARTLETT algorithm with 2 sensors

• Beam MUSIC module:
As illustrated in figure 2.21.

• Creation of a matrix with P row and M column.

• Calculation of Data covariance matrix.

• Finding the eigenvalues and eigenvectors of R.

• Estimating noise subspace. As can be seen in figure 2.22.

• Peak search.

• Display Spatial spectrum function. The MUSIC algorithm processing is shown in
figure 2.23.

• Display Simulations

• For 2 Sensors and 10 sensors: The simulation is displayed in figure 2.24 and in
figure 2.25.
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Figure 2.20: Front panel of BARTLETT algorithm with 10 sensors

Figure 2.21: Music Algorithm Steps

Figure 2.22: Block diagram of Estimating Noise Space

Figure 2.23: Diagram of MUSIC algorithm processing



44

Figure 2.24: Front panel of MuSiC algorithm with 2 sensors

Figure 2.25: Front panel of MUSIC algorithm with 10 sensors
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Chapter 3

Setup of localization system

3.1 Transmitter and receivers

TX data can be analog (sound) or digital signal (bits) which we want to transmit.

TX Base-Band (BB) processor gets TX data signal and produce BB complex signal which
is suitable to channel and RF equipment requirements (bandwidth, transmission rate).
This unit can be implemented in software (MATLAB, NI-Labview, C) or in hardware
(DSP or ASIC).

Figure 3.1: Generic communication system

• TX data can be analog (sound) or digital signal (bits) which we want to transmit.

• TX Base-Band (BB) processor gets TX data signal and produce BB complex signal
which is suitable to channel and RF equipment requirements (bandwidth, transmis-
sion rate). This unit can be implemented in software (MATLAB, NI-Labview, C)
or in hardware (DSP or ASIC).
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• TX RF equipment obtains BB digitally represented signal, converts it to analog
signal by Digital to Analog converter (DAC). Analog signal is up-converted to RF
frequencies and transmitted through antenna to the channel. In our project TX RF
equipment is easily implemented by configurable NI –USRP modules.

• Channel can be represented by cable or wireless medium. Channel may introduce
impairments, like attenuation, distortions, fading of the signal.

• RX RF equipment performs opposite operation to the TX RF transmitter. This
unit down converts the received signal to the BB and using Analogue to Digital
Converter (ADC) converts it to the digital representation of the received signal.

• RX Base-Band processes the BB received signal in order to detect the transmitted
data.

3.1.1 Transmitter

The USRP receives a waveform from the host PC with 16 bits of resolution sampled at
up to 25 MSamples/second. This signal is up-converted to a radio frequency (RF) before
being sent to an amplifier and then transmitted over the air.

- The graphical interface (GUI) for USRP module, which working in the TX mode

Figure 3.2: Block diagram of Sinus transmitter

- Sine Generation module:
Inputs:
Sampling rate Frequency Amplitude
Outputs:
Complex BB signal
Operation:
Produce the BB sine waveform Verify that sine’s frequency is suitable for given sampling
rate. If Nyquist criterion is not fulfilled, then report error.

The front panel of the IQ graph is:
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Figure 3.3: Block diagram of Sine Generation module

Figure 3.4: TX front panel tool

As we can see on the Figure 3.4 we define all USRP configurations:
sampling rate,
carrier frequency,
IP address of the USRP card and we set the reference frequency and finally we can start
the transmission by click on the ‘play’ button.

The Baseband spectrum of the transmitted signal is shown in figure 3.5

3.1.2 Receiver

The received RF signal is down-converted to a complex I/Q baseband signal sampled at 1
MSamples/second. The digital signal is then down sampled to a rate specified by the user
and passed to the host PC for processing. When the ADC of the NI USRP samples at
the full digitizer rate (1 MSamp/sec), it can acquire a bandwidth of 20 MHz. Sampling at
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Figure 3.5: Baseband power spectrum of the transmitted signal

such high rate with high resolution (14 bits) produces a large amount of data. However, to
acquire a signal with smaller bandwidth (a narrowband signal), it is sufficient to sample at
a rate at least two time larger than the signal bandwidth (according to Nyquist sampling
theorem).
- This section introduces the graphical interface (GUI) for USRP module, which working
in the RX mode.

Figure 3.6: Block diagram of a receiver with USRP RIO card

The front panel of the received signal is given in Figure 3.7

3.2 Multi devices synchronization

3.2.1 signals of common reference

NI USRP devices take two reference signals for time and frequency synchronization:

• One pulse per second (PPS IN) to synchronize the sampling time between the de-
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Figure 3.7: Front panel of RX tool

vices: it is a square shaped electrical signal (slots) transmitting a time information
(number of pulses per second) by a SMA connector, Synchronization is performed
on the rising edge of the pulse.
For the rest, the PPS is not normalized, that is to say each user can define the am-
plitude of the slots (the level 5 V is current) or the duty cycle of the square signal.
The output impedance is often 50 in order to be adapted to that of the coaxial
cables.

• A 10 MHz frequency reference (REF IN): This is an external reference signal for the
local oscillator (LO) on the device. It is an SMA connector with an impedance of
50 and a minimum input power of 0 dBm and a maximum of 15 dBm for a square
or sinusoidal wave to provide a unique frequency reference for both devices.

Figure 3.8: Synchronization of multiple USRPs

3.2.2 synchronization of two USRPs with MIMO cable

Some applications require synchronization across multiple USRP (Universal Software Ra-
dio Peripheral) devices.For example, two USRPs can be synchronized using a MIMO cable.
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• MIMO system requirements are Time and Frequency synchronization , For a transceiver
to be considered MIMO-capable, each channel in the system must meet two basic
requirements:
1. The sample clocks must be synchronized and aligned.
2. DSP operations must be performed on samples aligned in time – from the same
sample clock edge.

• A MIMO cable: transmitting a coded time message from one device to another and
assure the synchronization.
This method does not require a separate PPS and REF input to the devices, but it
is limited to a total of 2 USRPs.
A USRP2 device can synchronize its time to another USRP device via the MIMO
cable. Unlike the other methods, this does not use a real "pulse per second". Rather,
the USRP device sends an encoded time message over the MIMO cable. The slave
device will automatically synchronize to the time on the master device.

Figure 3.9: USRPs receivers with MIMO cable

Figure 3.10: Synchronization of two USRPs with MIMO cable

• The MIMO cable allows two USRP devices to share reference clocks, time synchro-
nization, and the Ethernet interface. One of the devices will sync its clock and time
references to the MIMO cable. This device will be referred to as the slave, and the
other device, the master.
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• The slave device acquires the clock and time references from the master device.

• The master and slave may be used individually or in a multi-device configuration.

• External clocking is optional and should only be supplied to the master device.

Shared Ethernet mode
In shared Ethernet mode, only one device in the configuration can be attached to the
Ethernet.

• Clock reference, time reference, and data are communicated over the MIMO cable.

• Master and slave must have different IPv4 addresses in the same subnet.

Dual Ethernet mode
In dual Ethernet mode, both devices in the configuration must be attached to the Ether-
net.

• Only clock reference and time reference are communicated over the MIMO cable.

• The master and slave must have different IPv4 addresses in different subnets.

3.3 USRP RIO’s channels synchronization

Some applications, such as beamforming and direction finding, place additional require-
ments on the system. In addition to sample time and sample clock alignment, the system
must maintain a known phase relationship between each RF input or output. In order
to achieve phase alignment between the USRP RIo Channels, Both of the channels must
be aligned with each other (in the same starting point). This is achieved by using flow
commands (TRIGER), which tells the USRP to start at a specified time. Since the de-
vices are synchronized via the MIMO cable, the USRP starts at exactly the same time
(transmission or reception). Due to phase ambiguities caused by phased- locked loops
(PLL) which are used for up and down-conversion, some calibration may be required to
determine this phase relationship.a phase shift may occur between the Channels of USRP
RIo (before sampling), which is usually deleted by the user, using a training sequence to
estimate the offset. This is necessary after each initialization: This phase shift depends
on the LO frequency. Other components outside the local oscillator contribute to phase
shift (Filters, Mixers, amplifiers, and other components produce phase shifts that vary
with time and temperature). This phase shift (which is random) remains constant after
the reset until the device is closed or readjusted. Periodic calibration will therefore be
necessary for coherent phase applications. At this point, the phase difference between the
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received signals is caused by the initial phase differences of the LOs . The front panel
of the phase calibration program developed in LabView for phase calibration is shown in
Figure 3.12. The figure shows the initial phase differences between the signal received
from the reference antenna and the other three antennas. Once the phase differences are
measured, phase offsets are introduced in the received signals to compensate for these
phase differences. Figure 9 shows the calibrated signals after introducing phase offset. It
is possible to calibrate a multi-channel system by producing a tone that is distributed
to each input of the device. To do that,We opted for two methods . An illustration of
a system that uses this methodology is shown in this part. However, we developed two
softwares running on the host PC to measure the phase difference of each channel and
apply a correction. We used identical cables with a splitter to connect each channel of
the receiver to the transmitter as shown in the following figure 3.11.

Figure 3.11: multi-channel system calibration

• Source transmitter : is an electronic device that generates repeating electronic
signals in either the analog or the digital domain, Used in our case for testing .

• Splitter : Power dividers (also power splitters) and directional couplers are passive
devices used mostly in the field of radio technology. They couple a defined amount
of the electromagnetic power in a transmission line to a multi port enabling the
signal to be used in another circuit.

• NI USRP RIO 2942 : The two channels of the RIO card are used as a receiver.

3.3.1 Phase calibration using LabVIEW module

At this point, the phase difference between the received signals is caused by the initial
phase differences of the LOs .
The front panel of the phase calibration program developed in LabView for phase cali-
bration is shown in Figure 3.12.
The figure shows the initial phase differences between the signal received from the refer-
ence antenna and the other three antennas.
Once the phase differences are measured, phase offsets are introduced in the received sig-
nals to compensate for these phase differences.



53

Figure 3.13 shows the calibrated signals after introducing phase offset.
The RF receivers used in the system are independent, which means that each RF receiver
has its own local oscillator (LO).
The LOs are connected to the same clock signal generated by the NI USRP RIO board.

Figure 3.12: phase compensation bloc diagram

Figure 3.13: Phase shift before and after phase calibration Front Panel

3.3.2 Phase calibration using correlation

To calculate phase shift with correlation we used three methods:
1. Using MATLAB Script:

2. Using FFT:

3. Using LabVIEW module:
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Figure 3.14: Multi channel cabled system for Correlation method phase detection

Figure 3.15: Phase shift using MATLAB script

Figure 3.16: Phase shift using FFT method

Figure 3.17: Phase shift using LabVIEW module

3.4 MUSIC & BARTLETT Algorithms implementa-
tion

This part covers the details of implementation for testing the Music and Bartlett algo-
rithms used for this project. The system contains two parts as transmitter and receiver. As
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Figure 3.18: Received graph before synchro-
nization

Figure 3.19: Graph of the signal after phase
synchronization

Figure 3.20: Baseband Power spectrum of the received graph

shown in Figure ??, the transmitter is implemented using NI USRP-2921 with LabVIEW
controlled by PC using in order to control the frequencies, gain and more parameters.
The receiver is implemented using NI USRP-2942 and PC with LabVIEW and specific
toolkits.
The RF Direction of Arrival (DoA) detection system has been implemented with NI USRP
RIO hardware in LabVIEW 2015. The material below is relevant to LabVIEW version.
We describe how to implement the RF Angle of Arrival (AoA) detection system with NI
USRP RIO 2942 hardware and NI USRP 2921 hardware. This system uses two methods
for correcting USRP phase ambiguities, so there is a cabled system.

Hardware Configuration:
The following hardware was used to implement this system:
One PC with a free Gigabit Ethernet port
USRP Ts (NI USRP 2921 were used)
USRP RIO RXs(an NI USRP 2442R was used)
3 antennas
BNC splitter T’s cables, and SMA to BNC adapters.
External signal Generator.
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Figure 3.21: The three phase shift detected

Figure 3.22: Cross correlation graph of the two components of the received signal

• We have also connected one antenna to each of the four USRP RX ports on the
USRP RIO devices that are going to serve as the receiver (NI recommends using
RX1/TX1 port for simplicity).

• We have also connected one antenna to each of the four USRP RX ports on the
USRP RIO devices that are going to serve as the receiver (NI recommends using
RX1/TX1 port for simplicity).
Both receiving antennas should be exactly half a wavelength (of the carrier frequency
used) apart.

Calculating the distance between antennas :
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λ=
c

fc

λ=
3 ∗ 108

2.4 ∗ 109 = 0.125m

d = λ

2 = 6.25cm

• The USRP 2921 is connected with appropriate gigabit Ethernet cable.

• A Gigabit Ethernet cable is connected to the host PC.

• The USRP RIO is connected to the host PC via PCIe x4.

Figure 3.23: The DoA Detection System with USRP RIO and USRP Hardware Setup
Diagram

3.4.1 Hardware Setup

The experimental setup components are composed of :

• USRP 2921 and USRP RIO R2942 boards

• 3 antennas where two receivers antennas and a transmitting antenna as a target
source and a computer.

• The Omni directional antennas are attached to the USRP Rio 2942 board in order
to implement a uniform linear array of 2 elements which are half-wavelength spaced.
Each antenna is connected to a channel board via SMA connector.

This board is connected to the computer via PCie cable. The third antenna is connected
to a channel board via SMA connector of USRP 2921 board.
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Figure 3.24: The AoA Detection System with USRP RIO and USRP Hardware Setup
Diagram

3.4.2 Software Configuration

• Target Source transmitter:

The front panel of our target source transmitter contain the parameters for the NI USRP
transceivers that are used for transmitting signals.

Figure 3.25: Target Source transmitter IQ graph front panel

It is clear that the the IQ graph seen if figure 3.25 is a complex signal with sinusoidal
components. We have set the controls of these parameters as follows: Device Names :

Figure 3.26: Target Source transmitter baseband power spectrum graph front panel
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We enter the IP addresses associated with the USRP TX1. Active Antennas : We enter
the appropriate antenna ports TX1 that we connected the Target Source antenna to NI
USRP 2921. I/Q rate [S/sec], and carrier frequency [Hz] : For the I/Q rate, and carrier
frequency we enter the sample rate, and the carrier frequency. These parameter values
have to be the same for both the transmitter and receiver. timeout: timeout specifies the
time to wait in seconds, before returning an error if the requested number of samples have
not been generated. A negative value indicates to the driver to wait indefinitely. tone
frequency: tone frequency specifies the frequency of the transmitted signals. In our case
we have chosen 1.6 KHz for our target source. Amplitude : specifies the amplitude of our
target source signal.We select 0.705 V. Gain : Enter the appropriate gain values for all
the USRP 2921.

Figure 3.27: Target Source Transmitter Block Diagram

Figure 3.27 presents the block diagram of the Target Source Transmitter Block Dia-
gram As can be seen from the block diagram, it opens the target USRP TX session.Then
it starts to continuously transmit a sinusoidal tone of given parameters. This signal is
considered as the target signal whose AoA at the receiver is to be detected.

• Receiver :

The receiver part is implemented with NI RIO USRP-2942 connected to a PC with Lab-
VIEW via PCIe x4 cable. The programming and design are realized in LabVIEW in order
to control the USRP hardware. As introduced in Chapter 2, a LabVIEW program or VI
contain two parts, the front panel and the block diagram. The front panel is the user
interface, like the front panel of a real instrument, and the block diagram is the actual
programming part. The details of the implementation are given in this section.
Figure 3.28 presents the block diagram of AoA Detection RX Localization using MU-
SIC. The RX VI sets up the USRP Rio at Both of the receiving channels to have the
appropriate operating configurations. It first captures a specified number of samples per
processing cycle. The phase calibration to eliminate the uncertainties is done based on
the information provided by the calibration signal. After the target signal is calibrated, it
is then fed to the MUSIC algorithm to detect the AoA. Receiver VI Front Panel The front
panel of the receiver VI is divided into two parts. The left half is represented in Figure
3.29 and represents the configuration part, and the right part is used for monitoring the
test states and displaying the test results.

The left part of the front panel contains two main parts, the configuration of USRP
hardware settings and the configuration of parameters for AoA Music algorithm. As
seen in Figure 3.29, the USRP hardware configuration block contains the settings such
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Figure 3.28: Receiver VI front panel

as device name, IQ sampling rate, carrier frequency, RX antenna selection and gain, and
number of samples per fetch.

Figure 3.29: USRP hardware configuration block

Figure 3.30: receiver IQ graph front panel

As seen in Figure 3.30 the right half of the VI’s front panel is used for monitoring and
displaying the results. There are three graphs, indicating the received signal IQ compo-
nents for each channel, the baseband power spectrum showing the appropriate frequency
detected 1.6 kHz bandwidth for each channel and the Music Detection Peak.
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• Receiver VI Block Diagram

The actual programming for the receiver implementation is done in the LabVIEW block
diagram. The idea is to run the algorithms for a large number of loops in order to get
reliable test results. As there are two different algorithms used in this project, a processing
Algorithms for Bartlett and Music using Matlab Script then LabVIEW functions.

Figure 3.31: USRP control Block

The block diagram of USRP control block is shown in Figure 3.32. The upper part
is an interface between the front panel and the block diagram. It receives the USRP
parameters provided by user from the front panel and sends them to the built in USRP
control functions. The lower part shows the built-in USRP control functions and the
connections in the implementation. The USRP device name is selected and sent to NI-
USRP RX Open Session function(I), this function is used to start connections between
LabVIEW VI and the USRP hardware, and this function also creates a handle of the
USRP device. All the USRP control functions connected with this handle operate the
same USRP device. Then the user specified USRP parameters are sent to USRP Configure
Signal function and USRP Initiative function (II and III), these two functions are used to
initialize the USRP device with the user specified parameters such as carrier frequency,
I/Q sampling rate, etc. The final function is the USRP RX Fetch function (IV), this
function is the function actually fetching data from the receiver antenna. The received
data is then transmitted as the raw data. It is obvious that the data flow in LabVIEW
block diagram is from left to the right, and the functions on the left executes first.

As seen in Figure 3.32, the raw data from NI-USRP RX Fetch function is then sent to
a series of baseband signal processing blocks (1, 2, 3, 4). The first block is IQ graph, in
order to display the received signals, as mentioned before.The frequency of the received
signals is checked using baseband power spectrum that is shown in block 2. The signal
is then calibrated in phase (3), in order to overcome the Phase synchronisation problem
mentioned before. are then merged again to form the processed complex signal. The
USRP stop and USRP close session function are seen in this figure.
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Figure 3.32: Block diagram of baseband signal processing

Algorithms implemented using MatLab integrated with LabVIEW

Implementation of MuSiC and Bartlett Algorithms with MAtlab integrated in LabVIEW
successfully works. Thus we achieve to localize precisely the Angle of Arrival. However, a
Buffer overflow occurs during the execution of the algorithm due to the time of launching
MatLAB software and integrate it into Labview environment
Music Algorithm / Bartlett Algorithm :

Figure 3.33: Implementation of Music Algorithm with Matlab block diagram

Figure 3.34: Implemetation of BArtlett Algorithm with Matlab block diagram
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Algorithms implemented using LabVIEW Functions

In this work, we define a new implementation of MuSiC and Bartlett algorithms by
converting each operation, function and manipulation into LabVIEW functions already
defined. Thus, we gained Real Time and optimisation. Therefore, Detection peak of angle
of Arrival works precisely. in the following screen shots are presented MuSiC and Bartlett
Algorithms.

Figure 3.35: Implementation of MuSiC Algorithm using LabVIEW Functions

Figure 3.36: Implementation of Bartlett Algorithm using LabVIEW Functions
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Chapter 4

Localization Results and Discussions

The performance of MUSIC and BARTLETT algorithms depends on following parameters
:

1. Number of snapshots.

2. Array element spacing.

3. SNR (signal noise ratio).

While implementing MUSIC and BARTLETT Algorithms we observed two unpleasant
phenomena:

1. Broadside.

2. Multipath.

4.1 Results of Implementation MuSiC and Bartlett
Algorithms

4.1.1 Effect of the Number of Snapshots on MuSiC and Bartlett
Algorithms

The first implementation results show how a signal is recognized by the MUSIC algorithm.
There is a narrow band signal, the incident angle is -10, this signal is not correlated, the
noise is ideal Gaussian white noise, the SNR is 0 dB, the element spacing is half of the
input signal wavelength, array element number is 2, the number of snapshots is 10, 200
and 16384. The results are shown in(Figures : 4.1, 4.2 and 4.3).

For relationship between MUSIC algorithm and the number of snapshots As can be
seen from ( Figures : 4.1, 4.2 and 4.3),
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Figure 4.1: MuSiC with 10
snapshots

Figure 4.2: MuSiC with 200
snapshots

Figure 4.3: MuSiC with
16384 snapshots

With the other conditions remaining unchanged and with the increase in the number of
snapshots, the beam width of DOA estimation spectrum becomes narrow, the direction
of the array element becomes good and the accuracy of MUSIC algorithm is also increased.

Hence, the number of sample snapshots can be expanded to multiply the accuracy of
DOA estimation, but the more sample snapshots, the more the data needs to be processed;
the more amount of calculation of MUSIC algorithm, the lower the speed. So in practical
application, we select reasonable sampling snapshots which ensure the accuracy of DOA
estimation, minimize the amount of computation and accelerating the speed of work and
saving resources. This is why we selected 16384 samples/Fetch. While, BARTLETT
resolution does not change increasing the number of snapshots, as illustrated in ( Figures
: 4.4, 4.5 and 4.6).

Figure 4.4: Bartlett 10 snap-
shots

Figure 4.5: Bartlett 200 snap-
shots

Figure 4.6: Bartlett 16384
snapshots

4.1.2 Effect of the Varying array spacing on MuSiC and Bartlett
Algorithms

In this test, keeping all parameters constant and for the array spacing is (d=λ) , (d=λ/2)
and (d=λ/4).The results for MuSiC Algorithm are shown in Figures : ( 4.7, 4.8 and 4.9).

With the other conditions remaining the same, when the array element spacing is not
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Figure 4.7: MuSiC (d=λ) Figure 4.8: MuSiC (d=λ/2) Figure 4.9: MuSiC (d=λ/4)

more than half the wavelength, with increasing array element spacing, the beam width of
DOA estimation spectrum becomes narrow, the direction of the array elements becomes
good;
that is to say, the resolution of MUSIC algorithm improves with the increase in the spacing
of array element.
But, when the spacing of the array elements is larger than half the wavelength, the
estimated spectrum, except for the signal source direction, shows false peaks, so it has
lost the estimation accuracy.
Hence, in practical applications, more attention should be paid to the spacing of the array
elements; element spacing can be increased but must not exceed half the wavelength,
which is a very important point. It is best to set half the wavelength element spacing.
Yet, BARTLETT algorithm resolution is not affected by the inter array elements distance
as can be seen in ( Figures : 4.10, 4.11 and 4.12).
.

Figure 4.10: BARTLETT
(d=λ)

Figure 4.11: BARTLETT
(d=λ/2)

Figure 4.12: Bartlett
(d=λ/4)

4.1.3 Effect of the SNR on MuSiC and Bartlett Algorithms

All other simulation parameters are kept constant and if the SNR is increased the direction
of signal becomes clearer than and accuracy of MUSIC algorithm improves. The spectrum
of DOA estimation becomes narrow.
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For the relationship between MUSIC algorithm and SNR. As can be seen from ( Fig-
ures : 4.13, 4.14 and 4.15). With the other conditions remainin unchanged, with the
increase in the number of SNR, the beam width of DOA estimation spectrum becomes
narrow, the direction of the signal becomes clearer, and the accuracy of MUSIC algorithm
is also increased.

Figure 4.13: MuSiC SNR=-
20dB

Figure 4.14: MuSiC SNR=-
10dB

Figure 4.15: MuSiC SNR= 0
dB

The value of SNR can affect the performance of high resolution DOA estimation
algorithm directly. At low SNR, the performance of MUSIC algorithm will sharply decline,
thus, improving the estimation performance under low SNR is a main research topic for
high resolution DOA estimation. The signal subspace and orthogonal noise subspace
are estimated, and then the spatial spectrum is constructed to achieve DOA estimation.
The accuracy of DOA estimation under low SNR has large room for development and
improvement, pending further study. Where, BARTLETT can not be changed by varying
SNR. As shown in ( Figures : 4.16, 4.17 and 4.18).

Figure 4.16: Bartlett SNR=-
20dB

Figure 4.17: Bartlett SNR=-
10dB

Figure 4.18: Bartlett
SNR=0dB

4.2 Effect of the Broadside phenomenon on MuSiC
and Bartlett Algorithms

In both of the implemented algorithms we noticed that when we get closer to the broad-
side angles from -90 degrees to -67 degrees and 67 degrees to 90 degrees we get 2 beams
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instead of the beam according to the arrival angle. In the following figures ( Figures :
4.19, 4.20 and 4.21 and 4.22, 4.23 and 4.24 ) show the Broadside angles effect on MuSiC
and BARTLETT algorithms respectively.

Figure 4.19: Broadside -70 degrees

Figure 4.20: MUSIC broadside -70 Figure 4.21: Bartlett broadside -70

4.3 Effect of the Multipath phenomenon on MuSiC
and Bartlett Algorithms

The received signal propagated over the radio is made not only from the signal that comes
directly from the transmitter but also from the combination of reflected, diffracted and
scattered copies of the original one. This effect is known as multi-path propagation.

Multipath signal is often considered an interference that must be removed. The co-
herence between multipath and direct component makes it difficult to use conventional
direction-of arrival (DOA) estimation methods in a smart antenna system, So many stud-
ies and research are working to fix this problem, in our project We opted to verify this
phenomena this is why we performed several indoor and outdoor tests. Thus, in outdoor
tests we get a more stable and accurate detection peak rather than indoor test.
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Figure 4.22: broadside angle 90 degrees

Figure 4.23: MUSIC broadside 90 Figure 4.24: Bartlett broadside 90

4.4 Indoor and Outdoor environment tests

The performance of the DOA estimator is verified by conducting experiments for a couple
of test cases in an open atmosphere and indoor tests for a single source placed at arbi-
trarily selected angles from the array reference.

4.4.1 Indoor environment test

A single RF source is placed in the far-field region of a ULA at different angles from
the array reference. The middle between array spacing receiver antennas of the ULA
is considered as an array reference. The experimental configuration for the first case is
shown in Figure ( Figures : 4.25, 4.26 and 4.27 and 4.28, 4.29 and 4.30 ).

4.4.2 Outdoor environment test

The experimental results of MUSIC and BARTLETT algorithms for several angles of
source are shown in Figure (4.34 , 4.31). The figures (4.35 , 4.32 , 4.36 and 4.33) shows
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Figure 4.25: Indoor test 0 degree

Figure 4.26: MuSiC indoor detection 0 Figure 4.27: Bartlett indoor detection 0

the estimated DOAs of -45 degrees and 0 degrees respectively. In order to confirm the
experimental angles, the source angle is also measured manually with a protractor and
a string extended from the source antenna to the reference antenna of the ULA. The
manually measured source angle is 0 and -45 respectively indicates close experimental
estimates obtained with the implemented algorithms.

The experimental results for test cases are presented for a single RF sources lying at
arbitrarily selected angles. The results indicate successful real time implementation of
MuSiC and BARTLETT algorithms.
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Figure 4.28: Indoor test -45 degree

Figure 4.29: MuSiC indoor detection -45 Figure 4.30: Bartlett indoor detection -45
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Figure 4.31: Outdoor test
0 degrees

Figure 4.32: MuSiC indoor detection 0 Figure 4.33: Bartlett indoor detection 0
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Figure 4.34: Outdoor test -45 degrees

Figure 4.35: MuSiC indoor detection -45 Figure 4.36: Bartlett indoor detection -45
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Conclusion

Many skills were developed during this challenging project making use of information
learned in the Digital Telecommunication and Signal Processing courses.

The ultimate aim of this project was to implement Localization Algorithms based on
DOA theory using NI USRP hardware devices and NI LabVIEW platform in realistic
environment under normal conditions.

The primary goal of this thesis was realized. A flexible test bed environment was
developed and used to analyse the performance of a smart antenna system. Test results
were collected and used to analyse the performance of DOA estimation and beamforming.
Software defined radio is a very good technology that array signal processing can benefit
from. The work exerted in this project has paved the way for faster future progress in the
research group.

The synchronisation of the USRP boards and USRP RIO channels made the problem
of the phase uncertainty less severe, because solving the phase problem in the hardware
and separating it from the RF stage (Antenna array) enables easier investigation of the
error source. Even though the project was not mainly concerned about calibration, it
turned out that the most critical issue in the testbed operation is the calibration. After
observing the project results and the following discussions in the previous chapter, it can
be said that BARTLETT and MUSIC algorithms are very sensitive to array uncertainties
and environment. There are many uncertainties need to be estimated by careful array
calibration before both of the algorithms will be successful.

There are still many things that can be done on this project in the future so that the
system works better, We would suggest the following points:

1. Implementing more advanced and automated calibration algorithms. Manual phase
calibration has proved to be insufficient for practical systems.

2. Working in a lab with more space and less obstacles will enhance the environment
and hence, enhance the performance.

3. Although there are 4 USRP boards and 4 RIO USRP boards available in the lab;
only one USRP board and a RIO USRP were used because the number of computer
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PICe ports is limited to just one. Using 2 elements in an array is not enough for good
BARTLETT and MUSIC results. Future work may consider using more elements
if the location uncertainty is handled. Hence We have opted to set up a hybride
Receiving System including of NI USRP and Rio USRP in order to increase number
of the array elements up to 3 elements.
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