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Abstract

:ملخص
ضروري أمر كهروضوئي لوح لكل العظمى الاستطاعة نقطة تتبع فإن الكهروضوئية، المولدات مردود زيادة أجل أنOمن المعروف من

الكهروضوئى اللوح الحرارةاستطاعة ودرجة الشمسي بالإشعاع الاستطاعةOتتأثر على مباشر تأثير الجزئي الظل لظاهرة العوامل، هذه إلى بالإضافة
العظمى الاستطاعة نقطة تتبع نظام في خلل إلى تؤدي و الشمسية، المنشآت من طاقةـتوترOالمنتجة الخاصية منحنى يتميز الجزئي، التظليل ظروف تحت

الشمس العظمىللألواح للاستطاعة نقاط عدة بظهور هناOية ومن جيدة نتائج العظمى الاستطاعة نقطة لتتبع التقليدية الطرق تقدم لا الظروف، هذه تحت
العظمى الاستطاعة نقطة لتتبع أخرى طرق دراسة فكرة قابلةOظهرت شرائح على التثبيت و الدراسة في مساهمة الأطروحة هذه تقدم السياق، هذا في

خوارزمياتلل ثلاثة على اعتمادا العظمى الاستطاعة نقطة تتبع تحكم لأنظمة التطور:تشكيل، وخوارزمية السرب عناصر إستمثال الخفافيش، خوارزمية
عالOالتفاضلي بكفاءة تتعامل أن شأنها من التي و العظمى، الاستطاعة نقطة لتتبع ذكية أنظمة لتصميم الثلاثة الخوارزميات هذه معاستخدمت ية

جزئيا مظللة ظروف في الكهروضوئية للأنظمة الوسائط، متعددة المميزة، مصفوفةOالمنحنيات شريحة على الأنظمة هذه تثبيت تم ذلك، إلى بالإضافة
للبرمجة القابلة المنطقية المحققةOالبوابات والنتائج العملية، التجارب و بالمحاكاة المقترحة الطرق هذه أداء من التحقق الخوارزمياتتم هذه فعالية تؤكد

جزئيا مظللة ظروف في الشمسية الألواح من المنتجة للطاقة المثلى Oللإدارة
المفتاحية خوارزمية:الكلمات السرب، عناصر إستمثال الخفافيش، خوارزمية الجزئي، الظل الكهروضوئية، المنشآت العظمى، الاستطاعة نقطة تتبع

البو مصفوفة التفاضلي، للبرمجةالتطور القابلة المنطقية Oابات

Résumé :
Pour augmenter le rendement des générateurs photovoltaïques ’PVùB la poursuite du point de puissance

maximale ’MPPù de chaque module PV est nécessaireO La puissance de sortie du module solaire dépend du
rayonnement solaire et de la température ambianteO AussiB le phénomène dDombrage partiel a une incidence directe
sur la puissance de sortie des installations solaires et conduit à un mauvais fonctionnement de la poursuite du MPP
iOeO du MPPTO Dans les conditions d’ombrage partielB la caractéristique P-V du panneau solaire présente plusieurs
maximumsO Les méthodes MPPT classiques ne donnent pas dans ce cas de bons résultats d’où l’idée d’étudier
d’autres approches d’optimisation et de poursuite du MPPO Dans ce contexteB cette thèse présente une contribution à
l’étude et à l’implémentation sur circuit reconfigurable des contrôleurs MPPT basés sur trois métaheuristiques
d’optimisation : l’algorithme de chauveSsouris ’BAùB l’optimisation par essaim particulaire ’PSOù et l’évolution
différentiel ’DEùO Ces trois algorithmes sont utilisés pour concevoir des contrôleurs MPPT intelligents qui peuvent
gérerB avec une grande efficacitéB les courbes caractéristiques multimodales des systèmes photovoltaïque dans des
conditions partiellement ombragéesO De plusB ces contrôleurs sont implémentés sur circuit reconfigurable FPGAO Les
performances des méthodes proposées sont vérifiées par simulation et par expérimentation et les résultats confirment
l’efficacité de ces algorithmes pour une gestion optimale de lDénergie disponible à la sortie des panneaux
photovoltaïques dans des conditions partiellement ombragéesO
Mots clés : MPPTB système photovoltaïqueB ombrage partielB algorithme de chauveSsouris ’BAùB optimisation de
lDessaim particulaires ’PSOùB Algorithme dDévolution différentielle ’DEùB FPGAO

Abstract:
To increase the efficiency of photovoltaic ’PVù generatorsB tracking of the maximum power point ’MPPù of

each PV module is necessaryO The output power of photovoltaic module depends on solar irradiance and ambient
temperatureO AlsoB the phenomenon of partial shading has a direct impact on the output power of photovoltaic
installations and leads to a malfunction of the MPP tracking ’MPPTùO Under partial shading conditionsB the P-V
characteristic of the photovoltaic panel presents several maximaO In this caseB the conventional MPPT methods do
not give good resultsB hence the idea of studying other approaches for optimizing and tracking the MPPO In this
contextB this thesis presents a contribution to the study and implementation into reconfigurable circuit of MPPT
controllers based on three metaheuristics of optimization: bat algorithm ’BAùB particle swarm optimization ’PSOù
and differential evolution ’DEù algorithmO These three algorithms are used to design intelligent MPPT controllers
that can efficiently handle the multimodal characteristic curves of photovoltaic systems under partially shaded
conditionsO FurthermoreB these controllers are implemented into a reconfigurable FPGA circuitO The performances of
the proposed methods are verified by simulation and by experiments and the results confirm the high accuracy of
these algorithms for an optimal management of the energy available at the output of the photovoltaic panels
subjected to partial shaded conditionsO
Keywords:MPPTB photovoltaic systemB partial shading conditionsB bat algorithm ’BAùB particle swarm optimisation
’PSOùB differential evolution ’DEù algorithmB FPGAO
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GENERAL INTRODUCTION

R enewable energy resources have enormous potential and offer many advan-

tages over conventional energy resources. Renewable energy comes from sev-

eral resources like solar, wind, geothermal, bio-mass and water. They can produce

electricity in large quantities over a long term without too emit greenhouse gases.

The renewable sources of energy derived from the sun can be used both directly and

indirectly. The direct use of solar energy by means of devices is related to two distinct

technologies: the first produces calories, it’s solar thermal energy, and the second

produces electricity through the photovoltaic effect. Photovoltaic (PV) technology is

one of the most promising renewable energy technologies. Photovoltaic systems are

configured as stand-alone, grid-connected and hybrid systems [1].

Various configurations are used for the PV modules interconnection to meet the

voltage-current requirement [2]. The overall characteristics of photovoltaic generators

are varying and depend on several factors, especially the meteorological conditions

such as solar radiation, ambient temperature and wind speed, the aging of photo-

voltaic cells and partial shading or inhomogeneity of the illumination. When PV

modules receive a uniform sunlight, the resulting P-V characteristic is uni-modal and

characterized by a single point of maximum power. When part or the entire module

receives a non-uniform illumination, some cells (dimly lit) become reversed bias and

turn into receiving elements. This phenomenon is called "hot spot" and can result

in the destruction of these cells. To remedy this problem, the photovoltaic modules

13



General Introduction

are equipped with bypass diodes which function is to protect the cells that become

passive [3]. The integration of bypass diodes in solar module has as consequence

the changing of the P-V characteristic which becomes multimodal when the partial

shading occurs [4]. The P-V characteristic is then characterized by the appearance of

several maxima: several local maximum power points (LMPPs) and one global maxi-

mum power point (GMPP). The number of maxima depends on the type of shading

(uniform or partial), distribution of the illumination on the photovoltaic generator

and the number of bypass diodes incorporated in each photovoltaic module.

The objective of this work is to contribute to the optimization of photovoltaic sys-

tems under partial shaded conditions. Despite efforts to improve the technology of

photovoltaic cells, the electrical efficiency is still low [5]. Also, the partial shading (PS)

issue has attracted considerable interest due to its significance in influencing the en-

ergy yield of a photovoltaic system [6,7]. It is statistically presented in literatures that

the power loss due to the PS can vary from 10 to 70% of the system yield, depending

on the severity and type of shading pattern [8]. Although the PS phenomena itself is

a well-defined problem, its mitigation approaches varies markedly-with various de-

grees of complexities, performance and cost trade-off. Since, in most of the cases, it is

neither possible to predict nor to prevent the PS from occurring, researchers normally

concentrate on how to maximize energy yield from the PV system when the phenom-

ena takes place. These approaches include system architectures, converter topologies,

PV array configurations and maximum power point tracking (MPPT) techniques [9].

Despite the improvements that can be achieved by the first three approaches, addi-

tional material increases the complexity of the system which becomes more expensive.

So a good compromise cost-efficiency can be achieved by development of MPPT tech-

niques which can handle the partial shading.

Conventional MPPT methods are effective under uniform conditions but their per-

formance deteriorates when partial shading occurs. Indeed, these methods (like Per-

turbe and Observe P&O and Incremental Conductance INC) lack the intelligence that

will allow them to distinguish between LMPP and GMPP and can be trapped into a

LMPP when the P-V characteristic is multimodal. To solve the case of partial shading,
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several global MPPT techniques are developed [10, 11]. These methods vary in com-

plexity, in the types and the number of sensors used and the equipment used for the

implementation. The proposed approach is to treat the tracking of maximum power

point as an optimization problem and then applying the metaheuristics inspired by

nature to find the global maximum. In fact, methaheuristic algorithms are gained

more attention and are proposed by many researchers to deal with the multimodal

P-V characteristic under partial shading conditions. Due to their ability to handle

multimodal objective functions, these algorithms are envisaged to be well suited for

a problem of this nature. We have mainly interested at the following metaheuristics:

Bat Algorithm (BA), Particle Swarm Optimization (PSO) and Differential Evolution

algorithm (DE). Bat, PSO and DE algorithms are very effective due to their superior

efficiency with minimal control parameters, robust performance and simple struc-

tures. For these reasons, these metaheuristic algorithms are proposed in this thesis to

develop MPP tracker for PV system subjected to in-homogeneous irradiance.

The main objective of this thesis is to propose, design and implement global MPPT

techniques based on metaheuristic for PV system under partial shading conditions.

In order to achieve the objective of the research, firstly, a critical and strategic liter-

ature review of MPPT methods is presented. In this review, several previous works

on MPPT used for PV system are discussed. Furthermore, the modeling and simu-

lation of PV system under uniform and partial shading conditions are carried out.

In order to accurately study the partial shading of PV systems, a good model of

the PV module is required. Thus, a simple, fast and accurate PV system simula-

tor based on two-diode model is developed. Then, maximum power point tracking

(MPPT) controllers based on the Bat Algorithm (BA), Particle Swarm Optimization

(PSO) and Differential Evolution algorithm (DE) algorithms are developed. To verify

the performance of the proposed method, several simulations have been carried out

in Matlab/Simulink environment for various shading patterns. The simulations re-

sults highlight the accuracy of the proposed scheme for optimal management of the

energy available at the output of the photovoltaic panels. In addition, the compari-

son with the P&O and methods shows that the proposed method outperforms them
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in term of global search ability and dynamic performance. The MPPT controllers

are implemented on Xilinx Virtex-5 (XC5VLX50-1FFG676) Field Programmable Gate

Array (FPGA) using direct "very high speed integrated circuit hardware description

language" (VHDL) programming. The use of FPGA for designing the MPPT con-

troller provides high performance, increases the robustness and makes the hardware

implementation more flexible. The algorithms are tested in real time application on

a buck-boost converter using a real photovoltaic panel. Experimental results confirm

the efficiency of the proposed methods in the global peak tracking and their high

accuracy to handle the partial shading. This thesis is organized into four chapters.

Their contents are outlined as follows:

• Chapter 1 provides an overview of solar photovoltaic systems including the PV

array and DC-DC converter modelling. Behaviour of the PV systems under

varying environmental conditions and partial shading is critically analysed. In

additions, this chapter provides an extensive review of MPPT techniques used

to track the maximum power point (MPP) of PV array. Different MPPT meth-

ods are analyzed and compared on the basis of hardware requirement, speed,

accuracy, applicability, cost and the sensors used. The merits and drawbacks of

each method are highlighted. The benefits of applying the global search MPPT

methods to conventional MPPT methods are stressed.

• In chapter 2, the key features of Bat algorithm (BA), Particle Swarm Optimiza-

tion (PSO) and Differential Evolution (DE) algorithm are presented. Further-

more, the formulation of MPPT as an optimization problem is presented and

the application of each proposed technique for MPPT is discussed.

• Chapter 3 presents the system simulations in Matlab/Simulik environnement.

The tracking performances of the soft computing global search MPPT tech-

niques; BA, DE and PSO are evaluated and compared in terms of the tracking

speed and accuracy under partial shading conditions. As a benchmark, their

performance to handle the partial shading conditions is compared with the con-

ventional P&O technique.
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• Chapter 4 describes the laboratory experimental set-up to implement the pro-

posed MPPT algorithms. Detailed description is provided on the implementa-

tion of the proposed MPPT controllers into FPGA.

Finally, a conclusion is made in order to highlight the major contributions of this re-

search. Besides, some probable directions towards the future works are also provided.
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1.1. Introduction

1.1 Introduction

T he increase in the cost of conventional energy and the limitation of their re-

sources make solar energy more and more a solution among promising energy

options with benefits like abundance, the absence of any pollution and the availability

in greater or lesser quantities in all points of the terrestrial globe. Currently, there is

renewed interest in solar energy facilities, especially in areas with favourable weather

conditions. The development of the photovoltaic market requires a perfect knowledge

of the electrical production of these systems at different sites, especially to estimate its

economic profitability. This precise estimate can only be done by taking into account

the shading effects that have dramatic consequences on the electrical power delivered.

The chapter begins by an overview of photovoltaic generation systems. Then, the

PV array characteristics under partial shading are critically examined. It is followed

by the brief presentation of partial shading mitigating techniques. Finally, a review

of maximum power point tracking techniques that have been prominently used in for

shaded PV system is presented.

1.2 Overview of photovoltaic system

Photovoltaic is the field of technology and research related to the application of solar

cells as solar energy. A solar cell or photovoltaic (PV) cell is a device that converts

solar energy into electricity by the photovoltaic effect. The photovoltaic effect can

be defined as being the appearance of a potential difference (voltage) between two

layers of a semiconductor slice in which the conductivities are opposite, or between a

semiconductor and a metal, under the effect of a light stream [12].

The photovoltaic effect was experimentally demonstrated first by French physicist

Edmond Becquerel In 1839. However, it was not until the 1950s that researchers at

Bell Laboratories in the United States managed to manufacture the first solar cell, the

primary element of a photovoltaic system. Then, solar cells gained prominence with

their incorporation into the 1958 Vanguard I satellite.
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Solar cells are made of various materials and with different structures in order to

reduce the cost and achieve maximum efficiency. There are various types of solar cell

material, single crystal, polycrystalline and amorphous silicon, compound thin-film

material and other semi-conductor absorbing layers, which give highly efficient cells

for specialized applications [12]. Among silicon-based solar cells, crystalline silicon

cells are most popular, though they are expensive whereas the amorphous silicon

thin-film solar cells are less expensive. Monocrystalline solar panels have the highest

efficiency rates since they are made out of the highest-grade silicon. The efficiency

rates of monocrystalline solar panels are typically 15-20%. A variety of compound

semi-conductors can also be used to manufacture thin-film solar cells like cadmium

telluride (CdTe) and copper indium gallium diselenide (CIGS) [13].

A solar cell constitutes the basic unit of a PV generator. In fact, a photovoltaic

module is a packaged interconnected assembly of photovoltaic cells. The electrical

output of the module depends on the size and number of cells, their electrical inter-

connection and the environmental conditions to which the module is exposed. To

achieve the desired voltage and current, modules are usually wired in series and in

parallel into what is called a PV array. The flexibility of the modular PV system al-

lows designers to create solar power systems that can meet a wide variety of electrical

needs, no matter how large or small.

PV systems can be classified into three types: stand-alone, grid-connected and hy-

brid systems [14]. Stand-alone photovoltaic systems are designed to operate indepen-

dent of the electric utility grid, and are generally designed and sized to supply certain

DC and/or AC electrical loads. The two types of stand-alone photovoltaic power sys-

tems are direct-coupled system without batteries and stand alone system with batter-

ies. The simplest type of stand-alone photovoltaic system is a direct-coupled system,

where the DC output of a photovoltaic module or array is directly connected to a DC

load. Since there is no electrical energy storage (batteries) in direct-coupled systems,

the load only operates during sunlight hours, making these designs suitable for com-

mon applications such as ventilation fans and water pumps. However, in stand-alone

photovoltaic power systems, the electrical energy produced by the photovoltaic panels
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cannot always be used directly. As the demand from the load does not always equal

the solar panel capacity, battery banks are generally used for energy storage. The

second category is the grid-connected systems. Grid-connected or utility-interactive

photovoltaic systems are designed to operate in parallel with and interconnected with

the electric utility grid. The primary component in grid-connected photovoltaic sys-

tems is the inverter. The inverter converts the DC power produced by the photovoltaic

array into AC power consistent with the voltage and power quality requirements of

the utility grid, and automatically stops supplying power to the grid when the utility

grid is not energised. In addition, these PV systems are used to reduce the consump-

tion from the electricity grid and, in some instances to feed the surplus energy back

into the grid. This system can produce significant quantities of high-grade energy

near the consumption point, avoiding transmission and distribution losses. The third

category is the hybrid systems that combine solar power from a photovoltaic system

with another power generating energy source such as diesels, gas or wind generators.

1.3 Modelling of the photovoltaic system

1.3.1 PV module model

The general equivalent electrical circuit of the two-diode model, shown in Fig. 1.1 is

used to simulate the behaviour of the solar cell. This model contains a current source

IPV , which describes the photocurrent, two diodes D1 and D2, a series resistance RS

and a parallel resistance RP. An accurate model of PV array based on this model is

presented in [15]. Eq. (1.1) describes the output current of the PV array:

I =IPV NPP − I01 NPP

exp

V + I RS NS

(
NSS
NPP

)
a1 VT NS NSS

− 1


− I02 NPP

exp

V + I RS NS

(
NSS
NPP

)
a2 VT NS NSS

− 1

−
V + I RS NS

(
NSS
NPP

)
RP NS

(
NSS
NPP

)
 (1.1)
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where I and V refer to the output current and the output voltage of the PV array,

respectively. NS is the number of solar cells connected in series incorporated in each

PV module, whereas NSS and NPP denote the number of PV modules connected in

series and parallel, respectively. VT (equal to kT/q) is the thermal voltage of the

diodes, k is the Boltzmann constant (1.3806503× 10−19 J/K), q is the electron charge

(1.60217646× 10−19 C) and T is the temperature in Kelvin. a1 and a2 are the ideality

factors of the diodes D1 and D2, respectively.

IPV

D1 D2

I

VRP

RS
+

‐

Figure 1.1: Equivalent circuit of a solar cell.

The photocurrent IPV is directly influenced by the solar irradiance G and the tem-

perature T. It is given by

IPV =
G

GSTC

(
Isc_STC + KI

(
T − TSTC

))
(1.2)

The diodes saturation currents I01 and I02 are given by

Io1 = Io2 =
Isc_STC + KI

(
T − TSTC

)
exp

(
Voc_STC+KV

(
T−TSTC

)
NSVT

)
− 1

(1.3)

where Isc_STC and Voc_STC are the short circuit current and the open circuit voltage of

the PV module in the standard test condition (STC), i.e. T = TSTC = 298.15 ◦K and

G = GSTC = 1000 W/m2.

1.3.2 Uniform irradiance condition

The PV module used in this paper is SM55. The parameters of this module under

STC are given in Table 1.1. Fig. 1.2 and Fig. 1.3 show the corresponding static I-V
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and P-V curves for different values of irradiance G and temperature T. The module

receives a uniform solar insulation, thus, the P-V curves exhibit a unique maximum

power point (MPP).

Table 1.1: SM55 module specifications.

Parameters Value

Maximum power (Pmpp) 55 W

Short circuit current (Isc) 3.45 A

Open circuit voltage(Voc) 21.7 V

Maximum power current (Impp) 3.15 A

Maximum power voltage (Vmpp) 17.4 V

Temperature coefficient of Isc (KI) 1.2×10−3 A/◦C

Temperature coefficient of Voc (KV) -77×10−3 V/◦C

Number of series cells in the module (Ns) 36

Number of bypass diodes 2

The effect of the irradiance on the current-voltage (I-V) and power-voltage (P-

V) characteristics is depicted in Fig. 1.2. As was previously mentioned, the photo-

generated current is directly proportional to the irradiance level, so an increment in

the irradiation leads to a higher photo-generated current. Moreover, the short circuit

current is directly proportional to the photo-generated current; therefore it is directly

proportional to the irradiance. For this reason the current-voltage characteristic varies

with the irradiation. In contrast, the effect in the open circuit voltage is relatively

small, as the dependence of the light generated current is logarithmic.

The temperature, on the other hand, affects mostly the voltage and the open circuit

voltage is linearly dependent on the temperature. Fig. 1.3 shows how the voltage-

current and the voltage-power characteristics change with temperature. The effect of

the temperature on Voc is negative, i.e. when the temperature rises, the open circuit

voltage decreases. The current increases with the temperature but very little and

it does not compensate the decrease in the voltage caused by a given temperature

rise. That is why the PV power also decreases. PV panel manufacturers provide in
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Figure 1.2: The characteristic of PV system under uniform variation in irradiance.

their data sheets the temperature coefficients (KV and KI), which are the parameters

that specify how the open circuit voltage, the short circuit current and the maximum

power vary when the temperature changes.

1.3.3 Partial shading conditions

Under uniform irradiance conditions, the PV module exhibits a single MPP. By con-

trast, when some part of the PV module receives different irradiance levels than oth-

ers, then it is subject to partial shading. This condition may occur because of many

factors like clouds, buildings, trees, dust, etc [9]. When partial shading occurs, the

shaded PV cells may get reverse biased and behave as a loads receiving current from

the fully illuminated cells which causes hot spot phenomenon that results in the de-

struction of these cells. To protect the PV cells against this problem, by-pass diodes are

used. The photovoltaic module used is consisting of 36 cells connected in series, and

protected by two bypass diodes. Each diode is connected in antiparallel with a group
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Figure 1.3: The characteristic of PV system under variation in temperature.

of 18 solar cells. The presence of these protection diodes changes the shape of the

P-V characteristic and makes it more complicated when PV panel is subjected to par-

tial shading. In partially shaded conditions, the resulting P-V characteristic presents

several points of maximum power, several local maxima and one global maximum.

Fig. 1.4(a) shows a photovoltaic panel consisting of two serially connected modules

SM55. The resulting panel can be considered as four (4) sub-modules and each sub-

module is protected by one bypass diode.

In a first case, we assume that the first module receives a uniform irradiance of

G1 = 1000 W/m2 while the second receives an insulation of G2 = 500 W/m2 . The

resulting P-V characteristic is shown in Fig. 1.4(b). We can notice the appearance of

two maximum power point P1 = 53.14 W and P2 = 58.04 W at V1 = 17 V and V2 = 37

V, respectively. Fig. 1.4(b) shows the P-V curve in the case where each sub-module

receives a different irradiance, for example G11 = 1000 W/m2 , G12 = 800 W/m2 ,

G21 = 600 W/m2 et G22 = 400 W/m2 (the notation Gij refers to the insulation G for
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Figure 1.4: (a) Model of PV panel consisting of two photovoltaic modules connected in series and (b)

P-V curves of PV panel under two partial shading patterns.

the sub-module j of the module i). In this case, the P-V characteristic is characterized

by the appearance of four maximum power point whose the global is P = 52.89 W

at V = 27.59 V. Thus, the P-V characteristic can take various forms according to

the shading pattern and the tracking of the global maximum power point (GMPP)

becomes a more challenging task.

1.4 DC-DC converter modelling

The three basic switching power supply topologies in common use are the buck,

boost and buck-boost. These topologies are non-isolated, i.e., the input and output

voltages share a common ground. There are, however, isolated derivations of these

non-isolated topologies. The power supply topology refers to how the switches, out-

put inductor, and output capacitor are connected.

A DC-DC converter can operate in continuous or discontinuous inductor current

mode. Continuous inductor current mode is characterized by current flowing con-
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tinuously in the inductor during the entire switching cycle in steady-state operation.

Discontinuous inductor current mode is characterized by the inductor current being

zero for a portion of the switching cycle. It starts at zero, reaches a peak value, and

returns to zero during each switching cycle. It is very desirable for a converter to stay

in one mode only over its expected operating conditions because the power stage fre-

quency response changes significantly between the two different modes of operation.

The simplified schematics of the basic topologies, buck, boost and buck-boost

converter are shown in Figs. 1.5 to 1.7. In addition to input and output capacitors,

the power stage consists of a power metal-oxide semiconductor field-effect transistor

(MOSFET), a diode, and an inductor.

The DC-DC converter assumes two states per switching cycle. The ON State is

when Q is close and the OFF State is when Q is open. The gate of the switch is driven

by a Pulse Modulation Signal (PWM) signal. The duration of the ON state is d Ts,

where d is the duty cycle of PWM signal and Ts is the switching period.

1.4.1 Buck converter

Fig. 1.5 shows a simplified electric schematic of a basic buck converter. When the

switch is on, the power supply is connected to the inductor and the diode is reverse

polarized. A current flows in the inductor L, which results in accumulating energy in

the inductor. When the transistor turns off, the energy stored in the inductor is output

through the diode D. DC-DC buck converter operates as a step down system that will

step down the high input voltage to the low output voltage which the magnitude of

output voltage is always lower than the input voltage. The objective of this circuit is

to produce a purely DC output by adding the LC low pass filter to the basic circuit of

this converter. This DC-DC buck converter can be connected to low voltage DC load

or battery bank from a high PV array voltage.

The dynamics of the converter in one switching period is represented by the fol-

lowing system :
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C1

dvin (t)
dt

= iin (t)− d iL (t)

C2
dvout (t)

dt
= iL (t)− iout (t)

L
diL (t)

dt
= d vin (t)− vout (t)− RL iL (t)

(1.4)

where iin(t), iout(t) and iL(t) are the input, the output and the inductor current, re-

spectively. vin(t), vout(t) and vL(t) are the input, the output and the inductor voltgae,

respectively.

Z

vout

ioutiin

vin

C1 C2

L

D

Q

Figure 1.5: Electrical circuit of a buck converter.

1.4.2 Boost converter

Another basic switched-mode converter is the boost converter shown in Fig. 1.6. This

converter converts an input voltage to a higher output voltage. It is also named the

step-up converter. The transistor works as a switch which is turned on and off by

a pulse-width modulated control voltage. During the on-time of the transistor, the

voltage across L is equal to Vin and the inductor current increases linearly. When the

transistor is turned off, the inductor current flows through the diode and charges the

output capacitor. The function of the boost converter can also be described in terms

of energy balance: During the on-phase of the transistor, energy is loaded into the

inductor. This energy is then transferred to the output capacitor during the blocking

phase of the transistor. The output voltage is always larger than the input voltage.

Even if the transistor is not switched on and off the output capacitor charges via

the diode until Vout = Vin. When the transistor is switched the output voltage will

increase to higher levels than the input voltage.
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The dynamics of the converter in one switching period is represented by the fol-

lowing system : 
C1

dvin (t)
dt

= iin (t)− iL (t)

C2
dvout (t)

dt
= (1− d) iL (t)− iout (t)

L
diL (t)

dt
= vin (t)− (1− d) vout (t)− RL iL (t)

(1.5)

where iin(t), iout(t) and iL(t) are the input, the output and the inductor current, re-

spectively. vin(t), vout(t) and vL(t) are the input, the output and the inductor voltgae,

respectively.

Z

vout

ioutiin

vin

C1 C2

L D

Q

Figure 1.6: Electrical circuit of a boost converter.

1.4.3 Buck-boost converter

Fig. 1.7 shows a simplified electric schematic of a basic inverting buck-boost converter.

During the closing time d Ts of the transistor, the source voltage Vin is applied across

the inductor L, which results in accumulating energy in the inductor. During the

opening period (1− d)Ts, the diode D is forward-biased and the voltage of the induc-

tance is applied to the load Z. The current flows anticlockwise through the diode D.

Thus, the output voltage will be negative.

The dynamics of the converter in one switching period is represented by the fol-

lowing system : 
C1

dvin (t)
dt

= iin (t)− d iL (t)

C2
dvout (t)

dt
= − (1− d) iL (t)− iout (t)

L
diL (t)

dt
= d vin (t) + (1− d) vout (t)− RL iL (t)

(1.6)
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where iin(t), iout(t) and iL(t) are the input, the output and the inductor current, re-

spectively. vin(t), vout(t) and vL(t) are the input, the output and the inductor voltgae,

respectively.

Z

vout

ioutiin

vin

C1 C2
L

DQ

Figure 1.7: Electrical circuit of a buck-boost converter.

1.5 Partial shading mitigating techniques

PV modules are very sensitive to shading. Partial shadowing has been identified as a

main cause for reducing the energy yield of grid-connected photovoltaic systems [12].

Shading of a single cell within a PV module, which itself is part of a string containing

a number of modules connected in series, leads to a reverse- bias operation of the cell,

which may result in hot-spots and potential break-down of the shaded cell. In order

to avoid this threat, bypass diodes are inserted into the modules, which take over the

string current in case of a partially shaded module [3].

Partial shading even one cell (or even a small portion of a cell) of a SM-55 module

(which contains 36 cells) will reduce its power output. Because all cells are connected

in a series string, the weakest cell will bring the others down to its reduced power

level.

The best way to avoid a drop in output power is to avoid shading whenever pos-

sible. However, since it is impossible to prevent occasional shading, the use of bypass

diodes around series-connected modules is recommended. Many module manufac-

turers will provide modules with the bypass diodes integrated into the module junc-
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tion box. Using bypass diodes may postpone failure, but it does not prevent the loss

of energy production from the shading. It is important to check for potential shad-

ing before installing the PV array. After installation, the area must be maintained to

prevent weeds or tree branches from shading the array.

To reduce losses caused by partial shading and increase the efficiency of photo-

voltaic panels, several approaches are presented in the literature. These approaches

include the use of maximum power point tracking (MPPT) techniques which can track

the GMMP, PV array configurations, PV system architectures and converter topologies

[9].

1.5.1 Maximum power point tracking techniques for shaded photo-

voltaic arrays

Maximum power point tracker is a power conversion system with an appropriate

control algorithm to extract the maximum power from the PV source irrespective of

the changes in the operating conditions. The objective of the MPPT algorithm is to

govern the voltage or current or duty cycle in a way that the PV system will always

deliver the maximum power. Up to date there are numerous MPPT techniques have

been reported in the literature. Despite the fact that these methods are designed for

the same objectives, they differ markedly in terms of complexity, convergence speed,

steady state oscillations, cost, range of effectiveness and flexibility. Furthermore, each

technique may work best in certain conditions while not in others. For instance,

some MPPT techniques yield better performance under uniform irradiances but under

partial shading conditions, the results are found to be unsatisfactory. A review of

different MPPT techniques that address the partial shading condition is presented in

Section 1.6.

1.5.2 Array configuration

The partial shading effects can be alleviated by employing different array configura-

tions for interconnecting PV modules [16–18]. PV array configuration pertains to the
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(a) (b) (c)

(d) (e) (f)

Figure 1.8: Different array configurations: (a) S, (b) P, (c) SP, (d) TCT, (e) HC and (f) BL.

interconnections of individual PV modules which are Series (S), Parallel (P), Series-

Parallel (SP), Total-Cross-Tied (TCT), Bridge-Linked (BL), and Honey-Comb (HC) [2].

The Series (S) and Parallel (P) configurations are the basic configurations for the

interconnection of PV modules. The series connexion of PV modules makes possible

to increase the voltage of the PV array. Parallel wiring (P) increases the current out-

put of a PV array while keeping the voltage the same. Series-Parallel (SP) connection,

shown in Fig. 1.8(c), is the most commonly used. In series-parallel (SP) connection

modules are connected in series to form strings in order to achieve the required volt-

age and then, theses strings are connected in parallel. On other in total cross tied

connection (TCT) the modules, shown in Fig. 1.8(d) are first connected in parallel and

then these parallel connections are connected in series. The HC and BL configura-
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tions are shown in Fig. 1.8(e) and Fig. 1.8(f), respectively. They reduce the number of

connections between the adjacent strings modules by approximately half, compared

to the TCT configuration, which significantly reduces cable losses and wiring time of

the installation. In [2], a comparative study have shown that TCT configuration is su-

perior and provides the best performances under most studied cases of PSC, uneven

or random distribution of partial shading.

Reconfigurable PV arrays are another viable solution to compensate the power loss

due to the partial shading condition [19]. In [19], Adaptive reconfiguration of solar

PV arrays under shadow conditions has been presented. A matrix of switches is used

to connect a fixed TCT PV array with a solar adaptive bank that can be reconfigured.

Simple control algorithms that determine how the switches can be controlled to op-

timize output power are presented and implemented in real time. Once shading is

detected, the switching matrix reconfigures the PV modules. The shaded modules

in the fixed part are compensated by the modules in the adaptive bank. Thus, the

PV system produces a constant power even when shaded. An experimental adap-

tively reconfigurable solar PV array has been built and tested to verify the proposed

configurations.

1.5.3 Photovoltaic system architectures

The PV system architecture describes how the power electronics converters are con-

nected to configurations of PV modules. An architecture that permits the module-

level MPPT can often harvest more energy than a string-level or array-level inverter

[20, 21]. Grid connected PV inverter architectures normally have four conceivable

settings: (a) central, (b) string, (c) multi-strings and (d) modular inverters. The cen-

tral inverter topology, the most used one for its low cost and high productivity, is

recommended in PV systems with a power greater than 10 kW [22]. Major disadvan-

tages of this topology are the utilization of a high DC link voltage and one common

MPPT. Therefore, this architecture is more vulnerable to shading and mismatching

loss [20,21]. The string inverters topology, in contrast to the central inverter topology,

comprises a separate MPPT at each string, leading to a maximum energy yield. Simi-
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larly, this topology has some drawbacks with the PV modules associated in series. In

the modular inverter topology [23], each module is fitted with its own MPPT and own

inverter. The main weakness of the modular inverter configuration is its complex and

costly control system. Multi-string inverter topology is a suitable setup [24], situated

somewhere between the modular inverter and the string inverter topologies. In this

arrangement, each PV string can be controlled easily and separately.

1.5.4 Circuit topologies

The circuit topology of the power electronics converters can be modified to further

enhance the output power of PV systems under the partial shading condition and

provide module-level MPPT [22, 25]. Examples are using multilevel converters [26],

injecting a bias voltage into the shaded strings or modules [27], controlling the operat-

ing voltage of PV modules via a generation control circuit [28], additional circuitry to

separate the current between the shaded and unshaded modules [29], or employing

module-integrated converters (DC-DC converter is integrated to each module) [30] or

multiple input converters [21].

1.6 Review of maximum power point tracking techniques

for use in partially shaded conditions

Several MPPT techniques are presented in the literature to handle the multimodal P-V

characteristic in partial shading conditions. These methods vary in complexity, in the

types and the number of sensors used and the equipment used for the implementa-

tion. [31] proposed a two stage MPPT algorithm for tracking the GMPP. The authors

introduce an analytic condition to distinguish partially shaded conditions from nor-

mal conditions. This condition is based on the comparison of the sensed photovoltaic

current around (0.8× NSS × Voc) and a reference value calculated at uniform insola-

tion conditions with G = 1000 W/m2, where NSS is the number of series photovoltaic

module and Voc is the open circuit voltage. When the region of GMPP is located, the
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algorithm calls a hill climbing subroutine to reach the GMPP. However, in the first

stage, (NSS + 1) points should be tested each time the partial shading conditions are

detected before calling the hill climbing algorithm to locate the GMPP. This method

will become time-costly if the number of series module is large [8]. In addition, tem-

perature sensors must be used to determine the open circuit voltage.

Another two-stage search method is proposed by [32] for locating the GMPP. The

first stage involved using a fixed spacing method to divide the P-V characteristic curve

into various segments and to obtain the block in which GMPP is located. During the

second stage, a variable step-size perturb and observe (P&O) method is used to locate

the precise location of the GMPP. The authors recommended using (NSS + 1) segments

at the first stage to enhance the tracking performance, where NSS denotes the number

of PV modules serially connected.

It is shown in [33] that the function describing the PV power as a function of

the PV voltage is a Lipschitz function. Therefore, [33] adopted the dividing rectangles

(DIRECT) algorithm to search for the GMPP. Although the presented experimental re-

sults showed the efficiency of this method in tracking the GMPP under partial shading

conditions, an appropriate choice of the first sampling interval is primordial for the

GMPP tracking performance [34].

[35–37] employed two-stage search methods to track the GMPP, which first scanned

the PV characteristic curve and then recorded the GMPP. In the second stage, these

methods applied either the P&O method [35] or fuzzy logic control [36,37] to maintain

the operating point at the GMPP.

[38] proposed a three stage tracking technique to find the GMPP under partial

shaded condition. In the first stage, the control space of PV array voltage is subdi-

vided into predetermined n number of partitions based on the measured open circuit

array voltage, where n is the number of PV modules connected in series. Then, the

slopes on the P-V characteristic in the portioned regions are computed. In the second

stage, the sector or interval wherein the GMPP is located is determined based on the

estimation of local maximum PV power in the portioned regions. In the third stage,

the conventional P&O technique is used in the optimal partitioned region to finally
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reach the GMPP and this technique continues to track the MPP until a change in the ir-

radiation pattern is observed. The proposed technique was validated using PSIM sim-

ulations for both uniform and non-uniform irradiation. Furthermore, the proposed

scheme was verified by experiments, where the MPPT controller was configured with

a buck converter controlled by a versatile 8 bit microcontroller, ATmega16A. The ex-

perimental results confirmed that the proposed method works effectively and yields

excellent steady state tracking efficiency.

Evolutionary algorithms and metaheuristics have attracted special attention by

the academic community in recent years. Indeed, several articles have appeared in

scientific journals, highlighting the effectiveness of these algorithms in the tracking of

maximum power point in partially shaded conditions. Thanks to its simple structure,

the particle swarm optimisation (PSO) algorithm is developed and improved by many

researchers.

Authors in [39] used conventional PSO algorithm to control several PV arrays

with one pair of voltage and current sensors. Rather than using individual MPPT

blocks to control each of the PV arrays, the authors proposed a single PSO MPPT

scheme to control multiple PV arrays. The scheme has the advantages of providing

lower cost, higher efficiency and simplicity with respect to its implementation. The

proposed scheme tracking capability is tested with experiment for both normal and

partial shading patterns. In addition, the PSO MPPT dynamic response of the PV

system under the partial shading condition is analysed and compared with other

MPPT methods (conventional fixed voltage MPPT , Hill-climbing algorithm, Fibonacci

search MPPT). A digital signal processor (DSP-TMS320C32) is used to realise the

proposed scheme. The average tracking time of the PSO algorithm is 2 s, and it was

observed that this response time was almost independent of the shape of the partial

shading pattern.

[40] proposed a dual-algorithm search method based on dormant particle swarm

optimization (DPSO) and incremental conductance (INC) algorithm to track the MPP.

When the occurrence of partial shading conditions is confirmed, DPSO is activated

and applied to search the area of global peak, and then the algorithm will be switched
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to conventional INC algorithm to track the maximum output power of photovoltaic

arrays. A comparative study including the analyses of convergence time and the

power losses is performed in order to choose the initial number of particles in the

first population (initial size of population) and to determine the optimal searching

sequence of particles. In order to enhance the tracking speed and improve efficiency,

the particles in DPSO have two states: dormant state and active state. During iteration,

the particles are turned into dormant state (not participate in the next iteration) one

after one until there is no active particle. Simulation and experimental results show

that this scheme reduces the fluctuation of PV voltage and presents good performance

no matter how complex shaded conditions the PV arrays are under. In addition, it

performs better than both conventional PSO which take longer time to converge to

the GMPP and conventional INC technique which falls to handle partially shaded

conditions.

[41] proposed a modified PSO algorithm based MPPT to enhance the tracking

capability of the conventional PSO method and improve it’s dynamic performance.

The proposed methods is verified under very challenging conditions, namely large

step change in (uniform) solar irradiance, step changes in load, and partial shad-

ing conditions. The results reveals that this method presents the advantages of fast

tracking speed and reduction of the steady-state oscillation (to practically zero) once

the maximum power point (MPP) is reached, thus improving the MPPT efficiency.

The proposed method is implemented on a TMS320F240 digital signal processor and

verified experimentally using a buck-boost converter fed by a solar array simulator.

Furthermore, the simulation experimental results highlight the superiority of the pro-

posed method over the conventional HC in terms of tracking speed and steady-state

oscillations.

In [42], the authors used the PSO technique for the tracking of GMPP using direct

duty cycle control method. PI control loops are eliminated and the duty cycle of the

PWM signal is adjusted directly by the MPPT algorithm. The proposed method is

tested experimentally using a PV array simulator and compared to the conventional

HC method. The experiments results done on ten different irradiance pattern includ-
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ing uniform and partial shading conditions have shown that the proposed method

performs excellently under all shading conditions and yields an average efficiency of

99.5%. In addition, the algorithm presented high efficiency when tested using a 10 h

weather (irradiance and temperature) profile of Malaysia.

In [43], the authors have improved their algorithm (PSO) by removing random fac-

tors from the conventional PSO velocity equation. The proposed algorithm becomes

deterministic and its structure becomes simpler. However, a restriction is imposed

on the maximum of particle velocity to not fall into a LMPP. The value of limiting

velocity factor is determined based on a critical study of P-V characteristics during

partial shading. In this paper, the complete algorithm is divided on two modes:

global mode and local mode. The DPSO algorithm was used only when partial shad-

ing conditions is occurred. The local mode is activated in two cases; when uniform

insulation is detected or when the convergence criterion of DPSO in global mode is

reached. In this case, variable step-size HC method is employed minimize the energy

loss due to oscillations in the vicinity of MPP. The DPSO method is implemented

by the TMS320F240 DSP on the Dspace DS1104 environment. The simulation and

experimental results have shown that the proposed technique offers remarkable ac-

curacy and tracking speed compared to conventional HC under several scenarios of

irradiance including uniform insulation, partial shading conditions, slow variation of

partial shading conditions and extreme partial shading. The proposed method yields

an average efficiency of 99.5% when tested using the measured data of a tropical

cloudy day.

[44] presented a FPGA implementation of PSO based MPPT for PV systems un-

der partial shading conditions. First, Matlab/Simulik simulations are presented to

demonstrate the accuracy of PSO for global peak tracking and its superiority over the

P&O technique. After that, the PSO method has been designed using very high speed

integrated circuit hardware description language (VHDL) and implemented on Xilinx

Virtex5 (XC5VLX50-1FFG676) FPGA in order to achieve a high degree of flexibility

and robustness for the MPPT algorithm. The developed architecture is tested in real

time application on a buck-boost converter and the experimental results confirm the
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efficiency of the PSO scheme and its high accuracy to handle the partial shading.

[45] proposed an improved MPPT strategy for PV systems based on PSO algo-

rithm. To increase the tracking speed, a variable sampling time strategy (VSTS) based

on the investigation of the dynamic behaviour of DC-DC converter current is de-

ployed. To insure that particles (the duty cycle) don’t exceed the interval [0,1], the

velocity is controlled by using the inverse tangent function which permit to retain

the speed of particles within a safe margin. In order to access the superiority of the

proposed approach over the fixed sampling time strategy (FSTS), Matlab/Simulink

simulations and experimentation, in which a TMS320F335 DSP is used to implement

both tracking strategies on a real boost converter connected to a an Agilent E4360

Modular Solar Array Simulator, are performed under uniform irradiance, fast tran-

sient changes in insulation, and partial shading conditions.

[34] combined P&O and PSO to form a hybrid method to reduce the search space

of the PSO. Initially, the P&O method is employed to identify the nearest local max-

imum. Then, the PSO method is used to search for the GMPP. The advantage of

this method is the improvement of the time that is required for convergence since

the search space for the PSO is reduced in early stage. The proposed controller was

implemented in a 32-bit digital signal processor (DSP-TMS320F28035) and has been

validated with experiments for three static P-V characteristic curves. In addition, the

dynamic tracking capability was investigated for two scenarios of changing sequences

of the shaded patterns. The experiments results has shown that the proposed hybrid

method can track the GMPP dynamically, requires less tracking time and exhibits

better dynamic response than the conventional PSO method.

[46] proposed a hybrid method to track the GMPP of PV system subjected non-

homogeneous irradiance conditions. This method involves sequential integration of

particle swarm optimization technique and perturb and observe algorithm; the for-

mer is used in the initial stage of tracking whereas the latter is performed at the final

stage. The global search ability of the proposed method has been verified by simu-

lations and experimentally tested on two different PV configurations (6S and 3S2P)

under different partial shading patterns. The presented results have shown that this
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method is superior to the conventional PSO technique and P&O algorithm in terms

of convergence speed toward the GMPP. In addition, the application of this combined

method resulted in reduction of output power oscillation and improvement of tran-

sient response compared to when PSO technique is used.

[47] adopted the PSO algorithm to realise MPPT for centralized-type photovoltaic

generation system (PGS). The standard version of PSO is modified to meet the prac-

tical consideration of PGS operating under partial shading conditions and to take

the hardware limitation into account. Among the practical design considerations, the

authors suggested using a number of particles for the PSO algorithm equals to the

number of photovoltaic modules connected in series. In addition, the inertia weight

and cognitive and social coefficients in the velocity equation were linearly updated to

enhance the tracking ability. To reduce the voltage stress, authors suggested to sort

the obtained particle positions according to the last outputted position in advance,

and output the nearest particle first. The proposed technique is validated on a 500

W prototype by simulation and experiments. The authors tested their method by

simulation for 1000 different shading patterns. The simulations results have shown

that this technique can successfully track the GMPP in all tested cases with average

convergence iterations less than 27 and yields an average tracking efficiency higher

than 99.9%.

An other adaptive PSO technique is proposed in [48]. An exponential-form param-

eter control method was used to shorten tracking time and improve MPPT efficiency

when multi-peak P-V characteristic curves appeared in the PV arrays. This improved

version is implemented on PIC181F8720 microprocessor and tested with experiment

for six selected partial shading patterns. In term of tracking speed, the average iter-

ation numbers required for MPPT tracking using the proposed PSO was 21.1. The

results indicated that the proposed PSO method exhibited superior tracking accuracy

and performance with comparison to the traditional PSO method.

Authors in [49] integrated the PSO technique in a new control structure for two

multilevel three-phase inverter topologies for photovoltaic (PV) systems connected to

the grid. This control scheme includes the use of the space vector pulse wide modu-
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lation (SVPWM) technique to control the Diode Clamped Inverter (DCI) and cascade

inverter topologies and the integration of the PSO technique to operate the PV system

at the maximum power point (MPP). PSO method is used to overcome the problem of

MPP tracking under partial shading conditions. This MPPT technique is implemented

into FPGA and validated under different shading patterns for two PV architectures;

string and modular, in order to select the optimal PV system architecture and circuit

topologie offering the highest performance and to evaluate the behaviour of each PV

inverter setting due to non-uniform irradiation. In these conditions, it is observed

that the modular connection is dominant but, the results also highlight the benefit of

inserting an adaptation stage with PSO-based MPPT between the PV array and the

load in order to optimize the produced power at any time.

Authors in [50] proposed differential evolution (DE) based MPPT technique to

deal with the nonlinear time-varying P-V characteristic curve of PV array. The perfor-

mance of the algorithm was evaluated by simulations under different environmental

conditions including rapid, large step changes in solar irradiation and partial shading

conditions. A comparative study with the conventional hill climbing (HC) method

has shown that the DE algorithm presents better accuracy and convergence speed.

In addition, this algorithm significantly reduced the power oscillation once the cor-

rect MPP is reached and yield an average efficiency of 99.6% during partial shading

conditions tests.

An improved differential evolution (DE) based MPPT is proposed in [51] to pro-

vide the globalized search space to track the GMPP. Since the conventional DE has

no direction during the converging process, the authors made modification on the

mutation strategy in order to ensure that particles always converges towards the best

solution among all the particles in the generation. Simulations are performed on

PSIM environment to access the effectiveness of the DE approach and its superiority

over the P&O algorithm in multiple-peak tracking. The proposed algorithm is imple-

mented on dsPIC30F6010A and it’s performance under partial shading conditions are

verified with experiments by an Agilent solar array simulator (E4360A) and a high

step-up DC-DC converter.
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A modified differential evolution (MDE) based maximum power point tracker

(MPPT) is proposed in [52]. To overcome the drawback of conventional DE applied

for MPPT, a deterministic mutation scheme is employed. Then, the proposed MDE

does not involve any randomness and its structure become simple. In addition, only

one parameter, the mutation factor is needed to be tuned. The proposed method

is tested experimentally with 10 shaded curves and the results have revealed that

this technique tracks the GMPP accurately within 12 perturbations of the duty cycle.

The experiments result have shown that this method outperforms the PSO technique

which is reported to be trapped in local maxima in some considered partial shad-

ing patterns. Furthermore, the MDE is validated for the typical weather condition

of Malaysia for the duration of 8 h (9.00 am to 5.00 pm), where an average MPPT

efficiency of 99.5% was achieved.

[53] introduced an improved differential evolution algorithm for tracking the GMPP.

The proposed algorithm is simulated in the PSIM electronic simulation software to

ensure its capability to handle the partial shading and its faster respond against load

variation. The improved DE algorithm is implemented on the PIC18F4520 microcon-

troller and the feasibility of the approach is validated through experimentation using

solar array simulator from Chroma (Model: 62150H-1000S) and single-ended primary-

inductance converter (SEPIC). The experimental results show the that the proposed

improved DE technique performs faster than the conventional DE algorithm and it

is able to track the GMPP rapidly (within 2 s) with MPPT accuracy of above 99%.

Moreover, the proposed algorithm can respond to load variation rapidly (within 0.1

s) which ultimately reduce undesirable fluctuations at the output of PV array.

[54] proposed a hybrid MPPT method called DEPSO, a combination of PSO and

DE. The PSO algorithm is used in odd iterations and the DE algorithm is performed in

even iterations. The proposed technique was verified through simulation and experi-

ments for three partial shading patterns. In addition, the dynamic tracking capability

is validated experimentally. For the hardware verification, the Atmega328P microcon-

troller (Atmel Corporation) is used to implement the DPSO technique and the Agilent

modular PV simulator (E4360-A series) is used to create the output characteristic of
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the PV system.

In [55], the tracking capability Cuckoo Search (CS) based MPPT method was high-

lighted. CS is a population based algorithm and its concept is similar to PSO. The

main difference between CS and PSO is the manner to update the step sizes. In fact,

the step sizes in CS are performed by Lévy Flight. The proposed method is eval-

uated and also benchmarked with two well established methods, namely P&O and

PSO. The assessment includes gradual irradiance and temperature changes, sudden

step change in irradiance, rapid step changes in both irradiance and temperature and

the ability to handle partial shading conditions. The simulation results have shown

that this method outperforms the P&O algorithm and the PSO technique in terms of

convergence speed and transient fluctuations.

In [56], a deterministic Cuckoo search MPPT method for photovoltaic generation

system (PGS) is proposed to improve the MPP tracking performance. The main con-

cept is to remove the random number in the reference voltage calculation equation

of the conventional Cuckoo search method. In fact, the Lévy distribution is replaced

with a constant value, which makes the MPP tracking behaviour deterministic and

simpler. The proposed MPPT technique is implemented on a low cost digital signal

controller dsPIC33FJ16GS502 from Microchip Corp and verified by simulations and

experiments on a 300 W prototyping system. When tested by simulation for 252 dif-

ferent PSC patterns in an investigated 5-series 1-parallel (5S1P) PGS, the probability

of successfully tracking the GMPP achieved by the algorithm is 98.8%. The proposed

technique is tested experimentally under uniform irradiance and three partial shad-

ing patterns, where tracking accuracies higher than 99.8% were achieved. In addition,

the simulation and experiments results have shown that this techniques performs bet-

ter than some GMPPT methods including, the conventional cuckoo search technique,

PSO and GWO in terms of tracking speed and steady-state tracking performance.

[57] adopted a novel ant colony optimization (ACO) based MPPT to track the

GMPP under partial shading conditions. In this work, the PV array is divided into

several PV string and each PV string is equipped with a DC-DC converter. The au-

thors used a centralized control scheme to control all the PV strings with one pair of
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current and voltage sensors. Then, the MPPT controller generates the control value

for each PV string converter. The feasibility of this proposed method is verified by

Matlab simulation for various shading patterns. In addition, a comparison with other

MPPT techniques, constant voltage tracking (CVT), perturb and observe (P&O) and

particle swarm optimization (PSO), is carried out. The proposed method is found

to be robust and system independent. In addition, it can handle the partial shading

conditions with high accuracy.

[58] proposed a new MPPT controller based on the ant colony optimization (ACO)

algorithm. In this work, a New Pheromone Updating (NPU) strategy is adopted

in order to save the computation time and improves the tracking capability. The

ACO_NPU MPPT controller was analyzed and compared to different MPPT tech-

niques, namely the conventional perturb and observe (P&O) MPPT controller, Artifi-

cial Neural Network (ANN) , Fuzzy Logic Controller (FLC) , Fuzzy Logic Optimized

Genetic Algorithm, the Adaptative Neuro Fuzzy Inference System (ANFIS) , PSO

and the conventional ACO based MPPT. The simulation results have shown that the

proposed ACO_NPU MPPT controller gives the best performances under variables at-

mospheric conditions. In addition, it can easily track the GMPP under partial shading

conditions.

A MPPT method for PV systems under partially shaded conditions using firefly

algorithm (FA) is reported in [59]. The FA is a population-based optimization intro-

duced by Yang [60]. This optimization algorithm is inspired by the flashing patterns

and behavior of fireflies. The FA based MPPT is validated under partial shading con-

ditions by simulations and experiments for 6 S and 4S2P configurations of PV arrays.

The proposed scheme is realized using a PIC16F876 microcontroller and its tracking

performance is compared with conventional P&O and PSO methods. The results have

shown that FA-based MPPT always converge to GMPP irrespective of the location of

GMPP and the tracking efficiency in all test cases is higher than 99.5%. In addition,

it is shown that this method reduces the voltage and current fluctuations in transient

time before reaching GMPP in comparison with P&O and PSO methods.

[61] proposed a modified firefly algorithm (MFA) to track the GMPP. In order
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to reduce the number of computation operations and tracking time, the proposed ap-

proach improves the existing firefly algorithm, and uses the average of all the brighter

fireflies as the representative point so that the firefly will only move towards this point

without wandering towards all the brighter flies. The MFA based MPPT technique is

implemented in a 32-bit digital signal processor (DSP-TMS320F28035) and has been

validated by experiment using a boost converter with an interleaved topology. Both

static and dynamic tracking capabilities under partial shading conditions are consid-

ered and the MFA is compared against the original FA. Experimental results show

that the proposed MFA shorten the tracking time in comparison with the FA and

presents better dynamic tracking capability.

In [62], a MPPT algorithm based on a bat algorithm (BA) is proposed to deal with

the multi-modal characteristic of photovoltaic panel under partial shading conditions.

The bat algorithm is a swarm intelligence based method which was inspired by the

echolocation behaviour of bats. Simulations are carried out in Matlab/Simulink envi-

ronment under extreme shading patterns to confirm the global search ability and the

good dynamic performance. The simulations results have shown that the proposed

method tracks the GMPP with a high accuracy and yields a static efficiency above

99.9% for the most cases studied. In addition, the proposed scheme outperforms the

P&O and the PSO methods in terms of accuracy and oscillations in PV power at the

transient time. The BA based MPPT is implemented on Xilinx Virtex-5 (XC5VLX50-

1FFG676) Field Programmable Gate Array (FPGA) and tested experimentally for four

partial shading patterns.

Flower pollination algorithm (FPA) based MPPT is proposed in [63]. The FPA is a

population-based metaheuristic which was inspired by the flow pollination process of

flowering plants [60]. To assess the FPA’s suitability for MPPT application, simulations

are carried out in Matlab for various shading patterns. Furthermore, the proposed

method was implemented on Arduino uno controller and verified experimentally

using a PV simulator (CHROMA 62050H). Compared to P&O and PSO methods,

FPA based MPPT exhibited better tracking performances.

Kumar et al. [64] proposed a global MPPT based on human psychology optimi-
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sation (HPO) algorithm. This technique is based on mental and psychological sates

of an ambition person [64]. In this work, the HPO technique is used in the case of

battery charging to extract with accuracy the power from PV panel and efficiently

supplying it to the battery. The performances of the HPO algorithm based MPPT

are compared with two other techniques, hybrid P&O with PSO (POPSO) and hybrid

Lagrange interpolation with PSO (LIPSO). The presented simulation results done on

ten partial shading patterns show that the tracking speed of this algorithm is superior

in comparison to the benchmarked techniques, and the average tracking time is 0.668

s. The effectiveness of this algorithm is tested with experiments by using a solar PV

array simulator (AMETEK ETS600 x 17DPVF) and the HPO technique is implemented

on DSP (dSpace MicroLab Box 1202).

In [65], a modified cat swarm optimisation (MCSO) is proposed to realise MPPT

for PV system. The cat swarm optimisation (CSO) algorithm is a swarm intelligence

based algorithm developed by Chu and Tsai [66]. To find the optimal solution of a

problem, all cats in the swarm are continuously moved by combining two different

searching modes; seeking mode (SM) and tracing mode (TM). At each iteration, the

cats in CSO are randomly divided into two groups; the first is moved by SM while

the second one is moved by TM. The switching between the two modes is randomly

operated and it is controlled by a mixture ratio. This parameter decides how many

cats will be moved into seeking mode process. The SM models the behaviour of a

cat during a period of resting and it results in a slow move after observing its neigh-

bourhood circumstances. The TM mimics the hunting behaviour of a cat and it is

characterised by a quick move to a new position. Authors in [65] proposed a modi-

fied version of CSO to solve GMPPT problem in PV system and enhance the tracking

ability of the conventional CSO. The performance of the algorithm is evaluated under

three static shading patterns and also under the dynamic change of shading patterns.

The simulation results show that the MCSO outperforms some existing MPPT meth-

ods, including PSO, MPSO, DE, GA and HC in term of tracking speed and accuracy.

The proposed MCSO presents also some advantages like system independency and

elimination of power oscillation around the MPP. The practical implementation of the
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MCSO is also verified using a digital signal processor DSP-TMS320F28335 and a boost

DC-DC converter. Table 1.2 summarizes the MPPT methods during partial shading

based on the metaheuristic approach as discussed above.

Table 1.2: Summary of MPPT methods using metaheuristic approach

Reference MPPT technique Control variable Converter type Controller implementation

[39] PSO Voltage Boost DSP-TMS320C32

[40] Dormant PSO with INC Duty cycle Boost -

[41] Modified PSO Duty cycle Buck-boost DSP-TMS320F240

[42] PSO Duty cycle Buck-boost DSP

[43] Deterministic PSO Duty cycle Buck-boost DSP-TMS320F240

[44] PSO Duty cycle Buck-boost FPGA-XC5VLX50-1FFG676

[45] Improved PSO Duty cycle Boost DSP-TMS320F335

[34] P&O with PSO Voltage Boost DSP-TMS320F28035

[46] PSO with P&O Duty cycle Boost PIC16F876A microcontroller

[47] Adaptive PSO Duty cycle Boost dsPIC33FJ16GS502

[48] Adaptive PSO Duty cycle Boost PIC181F8720 microprocessor

[49] PSO Duty cycle Boost FPGA-XC5VLX50-1FFG676

[50] DE - Buck-boost Only simulations

[51] Improved DE Duty cycle High step-up dsPIC30F6010A

[52] Modified DE Duty cycle Buck-boost -

[53] Improved DE Duty cycle SEPIC PIC18F4520 microcontroller

[54] DEPSO Voltage SEPIC Atmega328P microcontroller

[55] CS Voltage Buck-boost Only simulations

[56] Deterministic CS Voltage Boost dsPIC33FJ16GS502

[57] ACO Current - Only simulations

[58] ACO_NPU Voltage Boost Only simulations

[59] FA Duty cycle Boost PIC16F876A microcontroller

[61] Modified FA Voltage Boost DSP-TMS320F28035

[62] BA Duty cycle Buck-boost FPGA-XC5VLX50-1FFG676

[63] FPA Duty cycle Boost Arduino uno controller

[64] HPO Duty cycle Boost DSP

[65] Modified CSO Duty cycle Boost DSP-TMS320F28335
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1.7 Conclusion

In this chapter, the principle of photovoltaic system has been described. The be-

haviour of the PV system under different environmental conditions is discussed. The

analysis is divided into two major segments, uniform irradiance and partial shading.

In addition, various converters that have been used for MPPT are described and an-

alyzed. Furthermore, a strategic review of MPPT techniques for PV systems under

partial shading conditions is presented. Special attention is given towards the meta-

heuristic based techniques due to their promising features. Among these algorithms,

Bat, PSO and DE algorithms are envisaged to be very effective in dealing with MPPT

problem particularly during partial shading occurrence.
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Chapter 2. Proposed Global MPPT techniques for PV system subjected to partial
shading conditions

2.1 Introduction

B io-inspired algorithms have attracted special attention by the academic commu-

nity in recent years. As reported in chapter 1, several articles have appeared in

scientific journals, highlighting the effectiveness of these algorithms in the tracking of

maximum power point in partially shaded conditions and their superiority over con-

ventional MPPT techniques. This chapter describes the application of the bio-inspired

meta-heuristics; Bat algorithm (BA), Particle Swarm Optimization (PSO) and Differ-

ential Evolution (DE) algorithm to track the global MPP during partial shadow. The

chapter begins by brief overview of metaheuristics algorithms. Then, the key feature

of each algorithm is described. Furthermore, the formulation of MPPT as an opti-

mization problem is presented and the application of each proposed technique for

MPPT is discussed.

2.2 General overview on metaheuristic algorithms

Optimization is paramount in many applications, such as engineering, business activ-

ities, and industrial designs. Obviously, the aim of optimization is the searching for

the optimal solution like minimizing the energy consumption and costs, to maximiz-

ing the profit, performance, and efficiency [67].

Many real-life optimization problems are difficult to solve by exact or deterministic

optimization methods, due to properties, such as high dimensionality, multimodality

and non-differentiability [68]. Hence, approximate or stochastic algorithms are an

alternative approach for these problems. Stochastic algorithms can be decomposed

into heuristics and metaheuristics. Heuristic refers to experience-based techniques for

problem-solving and learning. This algorithms produce, by trial and error, accept-

able solutions to a complex problem in a reasonable amount of computational time.

Heuristics are problem-dependent and designed only for the solution of a particular

problem. Further development of heuristic algorithms is the so-called metaheuristic

algorithms. Here meta means "beyond" or "higher level", and these algorithms gener-

ally perform better than simple heuristics by using certain tradeoffs of randomization
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and local search. Metaheuristics can be trajectory-based or population-based. Tra-

jectory based metaheuristics are based on a single solution at any time whereas in

population-based metaheuristics, a number of solutions are updated iteratively until

the termination condition is satisfied.

Two major components of any metaheuristic algorithms are intensification and

diversification, or exploitation and exploration. Diversification means to generate

diverse solutions so as to explore the search space on a global scale. Intensification

means to focus on the search in a local region by exploiting the information that a

current good solution is found in this region. This is in combination with the selection

of the best solutions. The selection of the best ensures that the solutions will converge

to the optimality, whereas the diversification via randomization avoids the solutions

being trapped at local optima and, at the same time, increases the diversity of the

solutions. The good combination of these two major components will usually ensure

that the global optimality is achievable with high accuracy [67].

Metaheuristics may be nature-inspired paradigms, stochastic, or probabilistic al-

gorithms. Nature-inspired optimization algorithms have sparked great interest in re-

cent years. Among them, bio-inspired especially those Swarm intelligence (SI)-based

algorithms, have become very popular. In fact, these nature-inspired metaheuristic

algorithms are now among the most widely used algorithms for optimization and

computational intelligence [69].

Since the problem of MPP tracking in PV system can be modelled as a dynamic,

multi-modal optimisation problem, bio-inspired metaheuristics are envisaged to be

very effective to deal with P-V characteristic curve under partial shading conditions.

Among them, Bat, PSO and DE algorithms are very effective due to their superior

efficiency with minimal control parameters, robust performance and simple struc-

tures. Then, these metaheuristic algorithms are proposed in this thesis to develop

MPP tracker for PV system subjected to in-homogeneous irradiance.

The rest of this chapter discusses the key features of the Bat, PSO and DE algo-

rithms and describes the application of the proposed techniques for MPPT.
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2.3 Bat algorithm (BA)

2.3.1 Overview of Bat search algorithm

Bat algorithm is a population based optimization algorithm inspired by the echolo-

cation features of microbats in locating their foods. It is developed by Yang in 2010

[70].

Small bats (microbats) feed primarily on insects which detect using echolocation.

The direction and intensity of the return signal enable them to locate potential prey

in direction, and also in distance. At first, the bat over flies the search space, while

emitting a set of ultrasonic pulses of certain amplitude (intensity) and a rate (density).

Between the pulse trains, it receives the feedback signals (its own signal and eventu-

ally the signals from other bats in the swarm) by echolocation and interprets them. If

the signals received in return have a low intensity and a strong rate, then it is very

likely that prey is detected and the bat should head toward it. As the bat approaches

the prey, it gradually intensifies the amount of pulses (the ultrasound rate) and, at the

same time, progressively decreases the intensity of these pulses.

2.3.1.1 Movement of virtual bats

Bat algorithm is developed then by idealizing some of the echolocation characteristics

of microbats [70]. Bat algorithm maintains a swarm of N microbats, where each

microbats flies randomly with a velocity vi at position xi, with a varying loudness Ai

and pulse emission rate ri ∈ [0, 1] depending on the proximity of their target.

During the optimization task, every bat is randomly assigned a frequency which

is drawn uniformly from [ fmin, fmax]. Then, the velocity vi and the position xi of each

bat at time step t are defined and updated with

fi = fmin + ( fmax − fmin) β

vt+1
i = vt

i +
(
xt

i − x∗
)

fi

xt+1
i = xt

i + vt+1
i

(2.1)

(2.2)

(2.3)

where β ∈ [0, 1] is a vector randomly drawn from a uniform distribution. x∗ is the cur-
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rent global best location (solution) which is achieved after comparing all the solutions

among all the N bats at each iteration t.

If a random number is greater than the pulse emission rt
i , then the exploitation

stage is selected and the position xt+1
i is replaced by the solution generated by the

local search. As a result, a new solution is drawn locally by using a random walk

around the current best solution [71]

xnew = x∗ + εAt (2.4)

where ε is a random number which can be drawn from a uniform distribution in

[−1, 1] or a Gaussian distribution, while At =< At
i > is the average loudness of all

the bats at this time step [72].

2.3.1.2 Variations of loudness and pulse emission

If a random number is smaller than the loudness At
i and the new solution improves

the fitness value, this means that the bat is moving towards the prey (the optimal

solution). Then, the new solution is accepted and its loudness and emission rates

are updated to control the exploration and exploitation. It is suggested that loudness

decreases from positive value A0
i to Amin = 0 whereas the pulse rate of pulse emission

increases from 0 to Ri

At+1
i = α At

i

rt+1
i = Ri [1− exp (−γ t)]

(2.5)

(2.6)

where α is a constant in the range of [0, 1] and γ is a positive constant. In this work,

A0
i and Ri are set to 1.

2.3.2 Application of BA for MPPT

The bat algorithm is applied to the tracking of GMPP by the direct duty cycle control

method. Thus, the optimization variable is defined as the duty cycle of the PWM sig-

nal. The complete flowchart of the proposed bat algorithm based MPPT is illustrated

in Fig. 2.1.
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Figure 2.1: Complete flowchart of the proposed BA-MPPT method.

Initialisation

Initially, a vector of N duty cycles (first vector of solutions) is generated from a uni-

form distribution on [0, 1] or it is predefined. The number of bats (N) is an important

factor in the optimization process. A large number N guarantees the determination
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of GMPP but the convergence time can be long while a small number N will save in

convergence time but it can result in low GMPP tracking accuracy if the parameters

of the MPPT algorithm are not well optimised. To ensure a compromise "convergence

speed-efficiency", the number of duty cycle, N is chosen to be three (3).

For the choice of the first vector of duty cycles (first vector of solutions), the method

of the reflective impedance is used [33]. The first three duty cycles are calculated thus:

d1 =

√
ηZmin√

RPV_max +
√

ηZmin

d2 =

√
ηZave√

RPV_STC +
√

ηZave

d3 =

√
ηZmax√

RPV_min +
√

ηZmax

(2.7)

(2.8)

(2.9)

where η is the converter efficiency, Zmin, Zmax and Zave = (Zmin + Zmax)/2 are the

minimum, maximum and averege values of the connected load respectively. RPV_min

and RPV_max are the minimum and maximum values of the reflective impedances of

the PV array, respectively, while RPV_STC is the reflective impedances of the PV panel

at STC condition. In our simulations, the values of the parameters are : η = 0.96,

Zmin = 40 Ω, Zmax = 70 Ω, RPV_min = 6 Ω, RPV_STC = 22 Ω and RPV_max = 43 Ω.

It should be mentioned that the interval [d1, d3] serves only for a first approxima-

tion of the search space. This approach leads to prevent having major disturbances

and fluctuations in the voltage of the photovoltaic panel. The BA based MPPT can

then search for the MPP outside of this range. The minimum duty cycle and maxi-

mum duty cycle are defined as 0.02 and 0.98, respectively.

The current and voltage of the photovoltaic array are sensed and the corresponding

power is calculated for each duty cycle. The best duty cycle, dbest which gives the best

value of fitness (PV power) is then stored.
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Generating of new solutions

A new vector of solutions is globally generated following the equations

fi = fmin + ( fmax − fmin) β

vk
i = w vk−1

i +
(

dbest − dk−1
i

)
fi

dk
i new = dk−1

i + vk
i

(2.10)

(2.11)

(2.12)

Modifications are made on the equation of velocity vi (Eq. (2.11)) to take into

account the practical limits. The parameter ω called "inertia weight factor" [73] is

used to limit the speeds of microbats while the term (dbest − dk−1
i ) serves as a search

direction and ensures that solutions still move towards the best duty cycle dbest.

To ensure an automatic and dynamic failover between the exploration stage and

the exploitation stage, a local solution is generated locally for each bat when the rate of

its emission pulse ri is lower than the rate of reception pulse randomly generated from

a uniform distribution. This local solution is generated by "Random Walk" around the

best solution (dbest) according to the relationship Eq. (2.13), and replaces that of the

global search.

dk
i new = dbest + φ ε Ak−1 (2.13)

where ε ∈ [−1, 1] is a uniform random number, Ak−1 = 〈Ak−1
i 〉 is the average loudness

of all the bats at this step while φ is a fixed positive constant used to limit the random

walk. This constant is set to be 0.05.

Updating of solutions

The new duty cycles are accepted or rejected not only according to the obtained values

of PV power, but also depending on the amplitude of the received ultrasonic signals.

This amplitude (received) is generated randomly for each duty cycle and compared

with the value of the transmitted signal (Ai). Thus, for each new duty cycle, if it

improves the objective function (P(dk
inew) > P(dk−1

i )) and the amplitude of its received

signal is less than a random number, then it is accepted and will be a new solution for

the next generation. The rate of pulsation of emission of this duty ratio is increased
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while the amplitude of the ultrasound signal is decreased according to the above

relationships (2.5) and(2.6).

Convergence criterion

The algorithm continues to calculate the new duty cycles until constraint on conver-

gence is satisfied. In this thesis, the condition shown in the Eq. (2.14) is used as a

convergence criterion. If the absolute difference between each two different duty cy-

cles is less than a threshold ∆d, then the algorithm stops the optimization process and

brings out dbest ∣∣∣dk
i − dk

j

∣∣∣ ≤ ∆d; i, j = 1, 2, 3; i 6= j (2.14)

Re-initialization

Due to varying weather and loading conditions, the global MPP is usually changing.

The MPPT algorithm should have the ability to detect the variation of shading pattern

and to search for the new global MPP. In this paper, the search process is initialised if

the following condition is satisfied

|PPV new − PPV last|
PPV last

> ∆P (2.15)

where PPVnew and PPVlast are the values of photovoltaic panel power in two successive

sample periods and ∆P is the power tolerance.

2.4 Particle swarm optimization (PSO)

2.4.1 General overview of PSO algorithm

Particle swarm optimization is a population based meta-heuristic invented by Russel

Eberhart (electrical engineer) and James Kennedy (socio-psychologist) in 1995 [74,

75]. This algorithm uses a population of candidate solutions to develop an optimal

solution to the problem under consideration. It was originally inspired in general

by the artificial life and specifically by the social behaviour of swarming animals,
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such as fish schooling and bird flocking. Indeed, we can observe in these animals

relatively complex dynamics of displacement, whereas individually each individual

has a limited "intelligence", and has only a local knowledge of its situation in the

swarm. The local information and the memory of each individual are used to decide

on his movement.

The swarm of particles corresponds to a population of agents, called particles.

Each particle is considered as a solution of the problem and it is assigned a position

(the solution vector) and a velocity. Moreover, each particle has a memory which

enables it to remember its best performance (in position and value) and the best

performance achieved by the neighbouring particles: each particle has a group of

informants, historically called its neighbourhood. A swarm of particles, which are

potential solutions to the problem of optimization, "flies" over the search space in

search of the global optimum. The velocity of a particle is then influenced by the

three components: a component of inertia, a cognitive component and a social com-

ponent. The first one describes the trend of the particle to follow its current direction

of displacement. The second one represents the trend of the particle to move towards

the best position by which it has already passed. The social component characterize

the trend of the particle to rely on the experience of its congeners and, thus, to move

towards the best site already reached by the swarm. The strategy for moving a particle

is illustrated in Fig. 2.2.

Figure 2.2: Movement of a particle.
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2.4.1.1 Formalization

In a research space of dimension D, we define a swarm of particles of size N (size

of the population). The particle i of the swarm is modeled by its positron vector

xi = (xi1, xi2, ..., xiD) and by its velocity vi = (vi1, vi2, ..., viD). The quality of its position

is determined by the value of the objective function of that point. This particle keeps

in memory the best position by which it has already passed, that we note Pbesti =

(Pbesti1, Pbesti2, ..., PbestiD). The best position reached by the swarm is noted Gbest =

(Gbest1, Gbest2, ..., GbestD). In our case, we are only interested in the fully connected

swarm, that is, all the particles share the information; each particle knows the best

position already visited by any particles in the swarm. This version of the algorithm

is called, global version of PSO (Gbest), where all the particles of the swarm are

considered as close to the particle i.

At the beginning of the algorithm, the particles of the swarm are initialized ran-

domly or uniformly in the search space of the problem. Then, at each iteration, each

particle moves, linearly combining the three components mentioned above. Indeed,

at the iteration t + 1, the velocity vector and the position vector are calculated from

Eq. (2.16) and Eq. (2.17), respectively.

vt+1
ij =w vt

ij + c1 rt
1ij

(
Pbestt

ij − xt
ij

)
+ c2 rt

2ij

(
Gbestt

j − xt
ij

)
, j ∈ {1, 2, ..., D}

xt+1
ij =xt

ij + vt+1
ij , j ∈ {1, 2, ..., D}

(2.16)

(2.17)

with w is a constant, called the coefficient of inertia; c1 and c2 are two constants, called

acceleration coefficients; r1 and r2 are two random numbers drawn uniformly in [0, 1],

at each iteration t and for each dimension j.

Stochastic factors allow the particles to move in the problem space randomly. This

property allows for extensive exploration of the search space and increases the prob-

ability of finding the best solution with high efficiency. The three components men-

tioned above (i.e. of inertia, cognitive and social) are represented in Eq. (2.16) by the

following terms:

wvt
ij corresponds to the inertia component of the displacement, where the param-
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eter w controls the influence of the direction on the future displacement;

c1rt
1ij
(Pbestt

ij− xt
ij) corresponds to the cognitive component of displacement, where

parameter c1 controls the cognitive behaviour of the particle;

c2rt
2ij
(Gbestt

j − xt
ij) corresponds to the social component of displacement, where

parameter c2 controls the social aptitude of the particle.

The PSO algorithm is summarized in the following steps:

Initialise each particle in the population by randomly selecting values for its position

vector xi and velocity vi.

Repeat

Calculate the fitness value of each particle i;

Update the local best positions for each particle i;

Update the global best position of the swarm;

Calculate the velocity and update the location of each particle according

to Eq. (2.16) and Eq. (2.17);

Until stopping criterion is met.

2.4.1.2 PSO control parameters

The inertia weight w was firstly introduced by Yuhui Shi and Russell Eberhart [76].

This parameter plays the role of balancing the global search and local search during

the search process. It can be a positive constant or even a positive linear or nonlin-

ear function of time (or iterations). The confidence constants, c1 and c2, also called

acceleration coefficients, represent the weighting of the stochastic acceleration limits

that pull each particle towards the best global and local position. Thus, adjusting

these constants changes the pressure between parameters in the system. These two

parameters can be positive constants, or linearly or nonlinearly varying with time

(iterations).

2.4.1.3 Convergence criteria

The stopping criterion indicates that the solution is sufficiently close to the optimum.

Selecting a good termination criterion has an important role to ensure a correct con-
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vergence of the algorithm. Several criteria for halting the process of optimisation are

possible. The algorithm can be stopped when the objective of optimisation is met. In-

deed, in some optimization tasks, the objective function’s minimum value is already

known. For example, error functions for which the tolerable error is given or test func-

tions whose minima are known. If the best vector’s objective function value is within

a specified tolerance of the global minimum, the optimization halts. In addition, the

algorithm can be stopped after a sufficient number of generations for the search space

to be properly explored. This criterion can prove to be expensive in computing time if

the number of particles to be treated in each population is important. The algorithm

can also be stopped when the population is not moving fast enough.

2.4.1.4 Neighbourhood topology

The PSO algorithm is inspired by the collective behaviour of swarms. This algorithm

highlights the ability of an agent to stay at an optimal distance from others in the

same group and to follow a global movement affected by the local movements of its

neighbours. Thus, the authors modelled the behaviour of particles by equations (2.16)

and (2.17). In practice, using Eq. (2.16), an interconnexion network must be defined

in order to establish connections between the particles and allow them to exchange

information with each other. This communication network between the particles is

called neighbourhood topology. This topology helps to define a group of informants

for each particle; this is called the neighbourhood of a particle. The neighbourhood

of a particle can therefore be defined as the subset of particles of the swarm with

which it has a direct communication, ie each particle can interrogate the particles

in its neighbourhood (its informants), which, in turn, send it their informations. The

choice of a topology (the communication network between the particles) therefore has

a significant influence on the performance of PSO algorithm.

Equation (2.16) shows that the relationships between particles directly influence

their velocities and hence their displacements. In the PSO literature, there are several

versions that use the notion of neighbourhood of a particle with different ways. The

most known topologies (those that are mainly used) are the global version "Gbest" and
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the classic local version in the form of a ring ("Lbest" classic). In the global version,

each particle is connected to all the other particles of the swarm (ie the neighbourhood

of a particle is the set of particles of the swarm) while in the local version, each

particle is connected only to a part of the other particles of the swarm (each particle

has only two neighbouring particles in the classical local version). In the classical

"Lbest" model, the swarm converges more slowly than in "Gbest", but it is more likely

to locate the global optimum. In general, the use of the "Lbest" model makes it

possible to limit the risks of premature convergence. This has a positive effect on

the performance of the algorithm, especially for multimodal problems. Numerous

variants for the interconnection of particles have been proposed in order to establish

a balance between local search and global search and to improve the convergence of

the PSO algorithm. These variants include new topologies for the particle swarm.

Kennedy and Mendes proposed several topologies in [77,78]. A graphic represen-

tation of these few models is shown in Fig. 2.3. The "star" topology has the shape

of a wheel, where the particle of the center of the swarm, named focal (central), is

responsible for the flow of information. In this topology, all the particles are isolated

from each other and they are bound only to the focal particle. The information must

be communicated through this particle, which will then use this information to adapt

its trajectory. If the result of the adjustments shows an improvement in the perfor-

mance of the central particle, then this improvement will be communicated to the

rest of the population. So the focal particle serves as a filter, which slows the speed

of transmission of information on the best solution found. The "four-cluster" topol-

ogy uses four groups of particles connected together by several gateways. From a

sociological point of view, this topology resembles four isolated communities. In each

community, some particles can communicate with a particle from another community.

In "Von Neumann", the topology takes the form of a grid (square grid), where each

particle is connected to its four neighbouring particles (left, right, above and below).

The "pyramid" topology represents a three-dimensional wire-frame pyramid. It has

the lowest average distance of all the graphs and the highest first and second degree

neighbours.
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Figure 2.3: Different topologies used in PSO algorithm : (a) Gbest or All, (b) Lbest or Ring, (c) Star (d)

Four clusters, (e) Pyramid, (f) Square or Von Neumann.

2.4.2 Application of PSO for MPPT

The PSO method is applied to realize the MPPT algorithm for PV system operating

under partial shading conditions, wherein the P-V curve exhibits multiple MPPs.

Flowchart of the proposed PSO based MPPT technique is shown in Fig. 2.4. The

operating principles of proposed technique can be described as follows:

Step 1: PSO initialization

In order to start the optimization, the duty cycle of the PWM signal is chosen to be the

optimization variable. Thus, it is adjusted directly by the MPPT controller. Initially,

a solution vector of duty cycles with Np particles is defined. Number of particles in

the population should be chosen carefully. A larger number of particles results in

more accurate MPP tracking even under complicated shading patterns but tracking

speed reduces. As the number of particles increases, computation time also increases.

63



Chapter 2. Proposed Global MPPT techniques for PV system subjected to partial
shading conditions

No

Yes

No

Yes

𝑘 = 𝑘 + 1
Convergence
criterion is met ?

Generate the new duty cycle using Eqs. (2.20), (2.21)

𝑘 = 0

𝑖 = 1

Sense 𝑉𝑝𝑣 and 𝐼𝑝𝑣 and calculate 𝑃𝑝𝑣

𝑖 = 𝑖 + 1 𝑖 = 𝑁

START

𝑁 = 3 ; 𝜔 = 0.4 ; 𝑐1 = 0.5 ; 𝑐2 = 0.75 ;
𝑃𝑏𝑒𝑠𝑡 = 0; 𝑃𝑝𝑏𝑒𝑠𝑡𝑖 = 0; 𝑣𝑖

(0) = 0;

PSO initialisation :

Calculate 𝑑𝑖
(0); 𝑖 = 1,2,3

Output the 𝑑𝑏𝑒𝑠𝑡

Yes

No Shading pattern
changed ?

No

Yes

𝑑𝑝𝑏𝑒𝑠𝑡𝑖 = 𝑑𝑖
(𝑘)

𝑃𝑝𝑏𝑒𝑠𝑡𝑖 = 𝑃𝑖
(𝑘)

𝑃𝑖
(𝑘) > 𝑃𝑝𝑏𝑒𝑠𝑡𝑖

No

Yes

𝑑𝑏𝑒𝑠𝑡 = 𝑑𝑖
(𝑘)

𝑃𝑏𝑒𝑠𝑡 = 𝑃𝑖
(𝑘)

𝑃𝑖
(𝑘) > 𝑃𝑏𝑒𝑠𝑡

Figure 2.4: Complete flowchart of the proposed PSO method.

Therefore, population size should be chosen in such a way that it ensure good tracking

speed and accuracy. To find a tradeoff, three particles are considered in this research.

d = (di) = (d1, d2, d3) (2.18)
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PSO particles are usually randomly initialized in the search space. For the pro-

posed MPPT algorithm, the particles are initialized at fixed points, using the method

of the reflective impedance [33]. Then, the first vector of particles is defined in the

same way as for the proposed bat algorithm based MPPT.

The purpose of the optimisation process is the maximisation of power extracted

from the PV panel, which is defined to be the objective function (P). The fitness value

evaluation function is defined as:

P(dk
i ) > P(dpbesti) (2.19)

where dpbesti is the personal best position of particle i.

Step 2: Update individual and global best duty cycle

For each duty cycle di, the corresponding PV output power P(dk
i ) is calculated by mul-

tiplying the measured voltage (VPVi) and current (IPVi). Then, the algorithm proceeds

to check whether this duty cycle value will result in a better individual fitness value

(compared to old Pbesti). In such case, the personal best position (dpbesti), as well as

its corresponding best individual fitness value Ppbesti, are updated; otherwise, Ppbesti

retains its present value. The global best duty cycle, dbest, is determined by comparing

fitness values of the actual population with the global best PV power achieved, Pbest.

Step 3: Update Velocity and Position of Each Particle

After the evaluation process, velocity and position of each particle in the swarm are

updated. The new duty cycles are then calculated for the each iteration by the equa-

tions:

vk+1
i = w vk

i + c1 r1

(
dpbesti − dk

i

)
+ c2 r2

(
dbest − dk

i

)
dk+1

i = dk
i + vk+1

i

(2.20)

(2.21)

Step 4: Convergence Determination

The algorithm continues the optimisation process until constraint on convergence is

satisfied. This algorithm use the same convergence criterion condition used in bat
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algorithm based MPPT, shown in the Eq. (2.14). Once convergence criterion is met,

the DC-DC converter operates at the optimum duty cycle corresponding to GMPP.

Step 5: Re-initialization

In a PV system, the optimum power point is not constant and global maximum

available power usually changes due to varying weather and loading conditions. In

such cases, the duty cycles must be reinitialized to search for the new GMPP. If re-

initialization process is no carried out properly, updating of personal best duty cycles

and global best duty cycle cannot be performed automatically for the change in op-

erating point. As a result, the MPPT algorithm may stuck at some operating point,

rather than searching for the new GMPP. Like in the bat algorithm, constraint given

in Eq. (2.15) is utilized in the proposed PSO based MPPT to detect the irradiance and

shading pattern changes and to reinitialise the search process.

2.5 Differential evolution (DE) algorithm

2.5.1 General overview of DE algorithm

Differential evolution is a stochastic optimization meta-heuristic inspired by genetic

algorithms and evolutionary strategies combined with a geometric research technique.

Genetic algorithms change the structure of individuals using mutation and crossover,

while evolutionary strategies achieve self-adaptation through geometric manipulation

of individuals. These ideas were implemented through a simple but powerful opera-

tion of mutation of vectors, proposed in 1995 by K. Price and R. Storn [79, 80]. Even

though, originally, the differential evolution method was designed for continuous and

unrestrained optimization problems, its current extensions can handle mixed-variable

problems and handle non-linear constraints [81].

In the DE method, the initial population is generated by uniform random draw on

all the possible values of each variable. The lower and upper bounds of the variables

are specified by the user according to the nature of the problem. After initialization,

the algorithm performs a series of transformations on the individuals, in a process
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called evolution. The population contains N individuals. Each individual xi,G is a

vector, called target vector, of dimension D, where G denotes the generation:

xi,G = (xi1,G, xi2,G, ..., xiD,G) ; i = 1, 2, ..., N (2.22)

The standard DE algorithm uses three techniques: mutation, crossover and selec-

tion. At each generation, the algorithm successively applies these three operations to

each target vector to produce a trial vector:

ui,G = (ui1,G, ui2,G, ..., uiD,G) ; i = 1, 2, ..., N (2.23)

An operation of selection is then performed to choose the individuals to keep for

the new generation (G + 1).

2.5.1.1 Mutation

The mutation operation prevents premature local convergence and ensures global con-

vergence in the final stage as all individuals in general evolve to one optimal point.

Several mutation schemes are presented in DE literature, recognized by the notation,

DE/x/y/z. In this notation, DE stands to "differential evolution", x denotes the vector

to be mutated (called base vector), y is the number of difference vectors used, and z

specifies the crossover scheme being used (binomial or exponential). The standard

mutation operator of DE, denoted DE/Rand/1, needs three randomly selected dis-

tinct vectors from the current population for each vector xi,G to generate a so-called

donor vector.

The differential mutation operation generates a mutated individual (donor vector)

vi,G by :

DE/rand/1:

vi,G = xr1,G + F (xr2,G − xr3,G) (2.24)

Other mutation strategies are used [82] to create the donor vector vi,G :

DE/best/1:

vi,G = xbest,G + F (xr1,G − xr2,G) (2.25)
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Figure 2.5: Two dimensional example of an objective function (case of minimisation) showing its con-

tour lines and the process for generating the mutation vector in scheme DE/rand/1.

DE/target-to-best/1:

vi,G = xi,G + F (xbest,G − xi,G) + F (xr1,G − xr2,G) (2.26)

DE/best/2:

vi,G = xbest,G + F (xr1,G − xr2,G) + F (xr3,G − xr4,G) (2.27)

DE/rand/2:

vi,G = x1,G + F (xr2,G − xr3,G) + F (xr4,G − xr5,G) (2.28)

2.5.1.2 Crossover

After the mutation, a crossover operation forms the final trial vector ui,G, according to

the target vector xi,G and the corresponding donor vector vi,G. The crossover operation

is introduced to increase the diversity of the perturbed parameter vectors. In DE

algorithm, the crossover can be carried out in two ways: binomial (or uniform) and

exponential [81]. In the case of binomial crossover, the new vector ui,G is given by:

uij,G =

 vij,G if randb(j) ≤ Cr or j = rnbr(i)

xij,G otherwise
for j ∈ {1, 2, ..., D} (2.29)
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Figure 2.6: Illustration of the crossover process.

where randb(j) ∈ [0, 1] is the jth evaluation of a uniform random number generator.

Cr is the crossover parameter (or crossover probability) drawn in the interval [0, 1]

and is determined by the user. rnbr(i) is an index randomly chosen in 1, 2, ..., D

which ensure that ui,G gets at least one element from vi,G.

2.5.1.3 Selection

To decide which vector, among ui,G and xi,G, must be chosen in the generation G + 1,

we have to compare the objective function values of these two vectors. Indeed, we

keep the vector having the greatest value of fitness function in case of maximization.

The new vector xi,G+1 is chosen according to the following expression:

xi,G+1 =

 ui,G if f (ui,G) > f (xi,G)

xi,G else
(2.30)

where f is the objective (fitness) function to be maximised.

The population size over generations remains constant. Therefore, the new trial

vector replaces the corresponding target vector in the next generation if it provides

higher value of the objective function. Otherwise, the target vector is retained in the

population. This selection criterion never decreases the fitness status because it either

improves, or remains the same.
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2.5.2 Application of DE algorithm for MPPT

The DE algorithm is used to realize a MPPT controller for photovoltaic system under

partially shaded conditions. A new mutation strategy is proposed to improve the

performance of the conventional DE algorithm and enhance the speed of the track-

ing process. The different operations of the DE algorithm, mainly the mutation, the

crossover and the selection are executed until satisfying the convergence criterion and

obtaining of the optimum individual. Regarding the structure of the control, the one

based on direct duty cycle control is chosen. In this structure, the PI control loops

are eliminated and the PWM signal for control of the DC-DC converter is generated

directly by the MPPT controller. This control scheme has the advantage of making the

control structure simpler [42]. Flowchart of the proposed DE based MPPT technique

is shown in Fig. 2.7. The operating principles of proposed technique can be described

as follows:

Initialisation

In order to establish a starting point for the optimization process, an initial popula-

tion of individuals should be created. Individuals in the population are called target

vectors and the first generation of the population in the DE algorithm is randomly

generated or positioned in deterministic way in the search space.

For the application of DE for MPPT, the duty cycle of the PWM signal is chosen

to be the control variable. Then, the duty cycle of DC-DC converter is used as target

vector and fitness function, f is defined as the maximum of PV output power ( f =

max(P)). In order to start the tracking process, a solution vector of three duty cycles

is defined as:

dG = (di,G) = (d1,G, d2,G, d3,G) (2.31)

For the proposed MPPT algorithm, the individuals are initialized at fixed points,

using the method of the reflective impedance [33]. Then, the first vector of duty cycles

is defined in the same way as for the proposed bat algorithm based MPPT. To evaluate

the duty cycles, the MPPT controller successively outputs the PWM signal according

to the value of di.
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Figure 2.7: Complete flowchart of the DE proposed method.

Mutation

A mutation vector is generated for each duty cycle at each generation by the addition

of a scaled, randomly selected, vector difference to the best duty cycle. The mutant
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vector is calculated according to the relations Eqs. (2.32) and (2.33).

FG =


Fmax − (Fmax − Fmin)

G
Gmax

; G = 0, 1, 2, ..., Gmax

Fmin; G > Gmax

(2.32)

vi,G = dbest,G + FG (dr1,G − dr2,G) (2.33)

An adaptive form is adopted to tune the mutation factor F in order to accelerate

the speed of convergence. Indeed, this factor is gradually reduced from a value Fmax

to a value Fmin. This linear decrease is justified by the fact that choosing F large at

the beginning of the optimization process allows a better exploration of the search

space. During the iterations, F is gradually decreased to a minimum value, Fmin,

which allows a better convergence towards the optimal duty cycle. This mutation

strategy makes the DE algorithm to have a high speed of convergence towards the

MPP while at the same time ensures the increase of the diversity of solutions in the

population.

Since the chosen population size is 3, the vectors indices, r1 and r2, will be limited

in value once the index i of the mutant vector is chosen. For example, for the calcu-

lation of mutant vector v1, two cases are considered for the term (dr1 − dr2) at each

iteration: either (d2 − d3) or (d3 − d2). Same for vector v2 where (r1, r2) can take two

values; either (1, 3) or (3, 1). To avoid each time the comparison between the indices

i, r1 and r2 and to simplify the selection method of the two duty cycles used for the

calculation of the corresponding mutant vector , an implementation of the equation

(2.33) is adopted as shown on Eqs. (2.34) to (2.36):

vi,G = dbest,G + FG.S. (dr1,G − dr2,G) (2.34)

with

S =

 1 if randi ≤ Mu

−1 otherwise.
(2.35)
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and

(
r1, r2

)
=


(2, 3) if i = 1

(1, 3) if i = 2

(1, 2) if i = 3

(2.36)

The parameter, Mu ∈ [0, 1], is a user-defined value and randi ∈ [0, 1] is a number

randomly drawn from a uniform distribution for each index i. In this work, Mu is set

to be 0.5.

Crossover

To complement the differential mutation strategy, a crossover operation is performed

to form the final trial vector ui,G, according to the target vector di,G and the corre-

sponding donor vector vi,G. Binomial crossover is used to create the trial vector ui,G

as:

ui,G =

 vi,G if randi ≤ Cr

di,G otherwise.
(2.37)

where randi ∈ [0, 1] is a uniform random number. Since the vector solution (duty

cycle) is one-dimensional vector, the crossover probability Cr is set to be 1 to avoid at

maximum that the trail vector duplicates the target vector.

Selection

If the trial vector, ui,G, leads to higher PV output power value than that of its target

vector, xi,G, it replaces the target vector in the next generation; otherwise, the target

vector retains its place in the population for at least one more generation. The new

vector di,G+1 is chosen according to the following expression:

di,G+1 =

 ui,G if P (ui,G) > P (di,G)

di,G otherwise.
(2.38)

where P is the output power of the photovoltaic panel.
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Convergence determination

The process of mutation, recombination and selection is repeated until a pre-specified

termination criterion is satisfied. The proposed DE algorithm use the same conver-

gence criterion condition used in bat algorithm based MPPT, shown in the Eq. (2.14).

If the absolute difference between each two different duty cycles is less than a thresh-

old ∆d, then the computation process carried by the proposed DE technique will stop

and the operating point is maintained by dbest.

Re-initialization

The characteristics of photovoltaic generators are time varying and change dynami-

cally according to several factors, especially the metrological conditions. As a result,

the optimum power point is not constant and global maximum available power will

shift to another location depending on the shading pattern. In such cases, the duty

cycles must be reinitialized to search for the new GMPP. Like in the bat algorithm,

constraint given in Eq. (2.15) is utilized in the proposed DE based MPPT to detect the

irradiance and shading pattern changes and to reinitialise the search process.

2.6 Conclusion

In this chapter, the designing procedures of BA, PSO and DE based MPPT are de-

scribed in details. The comprehensive analysis of every aspects is followed by the

detail flowchart. The next chapter discusses the software implementation and the

GMPP tracking simulation results under partial shading conditions.
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Chapter 3. Simulation of the proposed global search MPPT controllers

3.1 Introduction

S ince the energy provided by the photovoltaic (PV) system depends on the at-

mospheric conditions like temperature and irradiance, a stage of adaptation is

inserted between the photovoltaic panel and the load to extract the maximum of the

available power. This stage is a conjunction of a DC-DC converter and a maximum

power point tracker (MPPT).

At the uniform irradiance conditions, i.e. when the PV panel receives homogenous

irradiance, the PV panel exhibits a single MPP. By contrast, when some part of the PV

panel receives different irradiance than others, then it is subjected to partial shading.

When partial shading occurs, the P-V characteristic curve becomes multimodal. The

P-V curve is characterised then by the appearance of several maximum power point:

several local maximum power point (LMPP) and one global maximum power point

(GMPP). If the true GMPP is not properly tracked, the MPPT algorithm might be

trapped at one of the local peak, with the consequence of significant power losses

[83].

This chapter presents the GMPP tracking results for the proposed MPPT con-

trollers, BA, PSO and DE, respectively during partial shading. The idea is to locate

the GMPP for any type of P-V curve regardless of environmental variations. This is

made possible due to the ability of these techniques to handle non-linear objective

functions effectively using relatively simple algorithm. First, a description of system

model of a standalone PV system developed in this work to test the proposed global

search techniques is given. The behaviour of the proposed techniques is clarified un-

der different dynamic shading patterns. Therefore, the performance of the proposed

techniques are discussed and compared in term of tracking speed, accuracy and par-

tial shading handling capability. Furthermore, to clarify the steady state performance

under partial shading, the proposed techniques are tested under extreme shading

condition including 10 different shading patterns.
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3.2 Description of the studied PV system

To verify the effectiveness of the proposed algorithms, a photovoltaic system is sim-

ulated on Matlab/Simulink. The different blocks constituting the model are shown

in Fig. 3.1. The photovoltaic panel used consists of four SM55 photovoltaic modules

connected in series. The photovoltaic module is modeled according to the model of

two-diode. Using only the datasheet information of the PV module, the different

PV module parameters are calculated at any irradiance and temperature point and

the photovoltaic panel output voltage is determined by the Newton-Raphson iterative

method [15, 84].

The DC-DC converter used is a buck-boost converter. It is designed for continuous

conduction current mode with the following specifications: C1 = 440 µF, C2 = 330 µF,

L = 0.7 mH and a chopping frequency of 50 kHz.

IPV

VPV

Buck-Boost

converter
Load

PV

panel

PWM

MPPT

Figure 3.1: Block diagram of the proposed PV system.

3.3 P-V shading curves (dynamic shaded conditions)

Initially, the controllers are tested for three different configurations of partial shading.

Fig. 3.2 shows the various P-V characteristics corresponding of the configurations as

well as the sequence of test. The first P-V curve is characterized by the presence of five

(5) maximum power points. The global maximum point is located to the right of this

curve. The second configuration presents partial shading with the moving of global

maximum power point to the middle of the P-V curve whereas this point moves to

the left in the third configuration. Each shading configuration lasts 5 s.
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Figure 3.2: (a) P-V and (b) I-V curves used in the simulation.

3.4 Tracking of GMPP using BA based MPPT

The parameters used in the implementation of the BA-MPPT algorithm are as follows:

N = 3, w = 0.4, α = 0.9, γ = 0.6, ∆d = 0.01 and ∆P = 0.05. After applying each duty

cycle, we should wait for the transient condition to settle. Indeed, the time required

for the system to reach the steady state can vary according to the difference between

two successive duty cycles. This difference can be more or less important, which

affects the dynamics of the DC-DC converter and its settle time. To determine the

appropriate sampling time for the MPPT controller, the tracking response is analysed

when the PV system is subjected to uniform irradiance of G = 1000 W/m2. Starting

with an initial sample time of 0.1 s, the tracked voltage is examined to determine the

optimal sample time which permits to the system to reach the steady state. Fig. 3.3

presents the tracked PV voltage using the bat algorithm. From this figure, it can be

noticed that the settle time of the system varies. Therefore, an appropriate choice of

the sampling time for the MPPT controller is required in order to have correct samples

of PV current and PV voltage. If wrong values of PV current and PV voltage are

sensed (measured in transient state of the system), the considered PV power values

will be wrong. Therefore, the determination of the best duty cycle may be affected,

which can influence the accuracy of the tracking of maximum power point. From
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Figure 3.3: Determination of BA based MPPT sampling time.

Fig. 3.3, it can be noticed that 0.05 s is a reasonable choice.

Fig. 3.4 shows the results of the dynamic tracking. Initially, the bat algorithm

transmitted the first solution vector (the first three duty cycles) and begins the op-

timization process. It can be seen that the proposed bat algorithm is able to distin-

guish between the global maximum (PGMPP = 146.85 W) and the local maximas. At

t = 5 s, the configuration of the shading changes. The proposed algorithm detects this

change through information on the power of the photovoltaic panel that changes from

P = 146.85 W to P = 86.8 W. The process of the tracking is then re-initialised and

the algorithm has successfully locates the new global maximum which corresponds

to V = 45.63 V and I = 2.11 A. At t = 10 s, the global maximum is shifted to the left

of the P-V curve. The power of the photovoltaic panel has changed from P = 96.21

W to P = 39.3 W, and the condition of re-initialisation is then satisfied. The proposed

algorithm has re-initialised the searching process and the new GMPP is also detected.

As mentioned in the Chapter 2, the proposed bat algorithm uses a technique of

automatic switching between the exploration stage (global search) and exploitation

stage (local search). To illustrate this failover, we can define the function S as follows

S =

 1 if d = dglobal

0 if d = dlocal

(3.1)
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Figure 3.4: Variation of duty cycle, current, voltage and power of the PV system during GMPP tracking

using BA based MPPT.

Fig. 3.5 shows the variation of the function S as a function of time. The function S

is 1 when the duty cycle resulting from the global search is selected. Otherwise, when

the duty cycle from the local search that is selected, the function S is 0. For example,

consider the first configuration of the shading shown on the zoom of the Fig. 3.5.

A MPPT cycle is achieved after evaluating all the three duty cycles. Therefore, a

MPPT cycle corresponds to three perturbations. For the first vector of solutions, it is

assumed that this is a global search. This assumption is justified by the fact that the

first three duty cycles are selected to "explore" efficiently the search space. Therefore,

S is initially 1.

In the second MPPT cycle, it can be noticed that the algorithm has applied an au-

tomatic zoom to the region where the best duty cycle is located (the duty cycle which

gives the best value of photovoltaic panel power). In this cycle, it is the local search

that is selected for the three duty cycles. Automatic switching between the stage of

exploration and exploitation appears significantly in the third MPPT cycle. For the
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Figure 3.5: Variation of type of search (global or local) during the BA-MPPT process.

first and third duty cycle, it is the local search that is selected while for the second,

it is the duty cycle generated from the global search that is chosen. Therefore, the

exploration-exploitation tradeoff is very strong. This feature allows the bat algorithm

to have a quick convergence rate towards the global maximum without falling into

the trap of premature convergence. The advantages of the proposed algorithm ap-

pear also in the selection of the algorithm parameters. Many metaheuristics applied

to MPPT use either fixed parameters (for standard versions) or adaptive parameters

(in enhanced versions). In this second case, the tuning of the parameters is generally

done depending on iterations. In contrast, the proposed bat algorithm uses param-

eter control. Indeed, the values of the algorithm parameters (A and r) are updated

not only according to the iterations, but also according to the values of the objective

function and loudness. This strategy provides a mechanism of automatic switching

from exploration to exploitation when the global maximum is approached.
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3.5 Tracking of GMPP using PSO based MPPT

The performances of the PSO algorithm are tested under the considered partial shad-

ing patterns. The parameters used for PSO algorithm are w = 0.4, c1 = 0.5 and

c2 = 0.75, ∆d = 0.01 and ∆P = 0.05. These parameters are selected after a series of

simulation on the shading configurations under test; therefore, it can be confirmed

that the selected combination (w, c1, c2) is optimal. The first population, the con-

vergence criterion and that of re-initialisation are the same as for the proposed bat

algorithm. The sampling time for the MPPT controller is 0.05 s. This allows the

DC-DC converter to reach the steady state, and as a result having correct sample of

voltage and current. Fig. 3.6 shows the tracked duty cycle, current, voltage and power

for PSO. Initially, the tracking process starts by sending the initial particles in the first

population to the power converter. During the search for the global MPP, the explo-

ration of P-V curves results in operating point fluctuations as can be clearly observed
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Figure 3.6: Variation of duty cycle, current, voltage and power of the PV system during GMPP tracking

using PSO based MPPT.
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by the rapid variation in d as shown in Fig. 3.6. The PSO algorithm successfully lo-

cates the GMPP, which corresponds to V = 75.73 V and I = 1.94 A. This operating

point is maintained until further change in array power triggers the threshold value

in equation (2.15). When a change in shading pattern occurs at t = 5 s, the operating

point in term of voltage and current changes. Thus, even though the duty cycle is

unchanged, a change in array power is detected by the algorithm and satisfies con-

dition in Eq. (2.15). Consequently, the optimisation process is re-started by sending

the initial population of particles to the power converter. It can be seen that the PSO

technique correctly tracks the corresponding GMPP at V = 45.86 V and I = 2.10 A

within 7 sampling cycles. At t = 10 s, another large change in irradiance is detected

by the algorithm. As before, the PSO realized the sudden reduction in power using

Eq. (2.15) and re-initialised the tracking process by sending three duty cycles. Af-

ter 24 perturbations, the proposed algorithm successfully tracks the new global MPP.

The corresponding array power, voltage and current are 44.82 W, 16.10 V and 2.78

A, respectively. It can be seen that the fluctuations in operating voltage and current

consistently decreases with the increment in iteration number. Therefore, once the

algorithm manages to reach at MPP, the duty cycle value remains at the converged

point until subsequent irradiance change is detected.

3.6 Tracking of GMPP using DE based MPPT

To evaluate the performance of the proposed DE algorithm in dealing with partial

shading conditions, the proposed DE technique is tested with three different partial

shading patterns and its performance is evaluated based on the tracking speed and

accuracy. The parameters used for DE based MPPT controller are as follows: Fmax =

0.5, Fmin = 0.1, Cr = 1, ∆d = 0.01 and ∆P = 0.05. Fig. 3.7 shows the tracking

response of duty cycle, voltage, current and power. Initially, the tracking process

starts by sending the initial individuals in the first population to the power converter.

In third generations, the proposed algorithm successfully tracks the global MPP. The

corresponding array power, voltage and current are 164.85 W, 75.49 V and 1.94 A,
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Figure 3.7: Variation of duty cycle, current, voltage and power of the PV system during GMPP tracking

using DE based MPPT.

respectively . This operating point is maintained until subsequent irradiance change

is detected by equation (2.15).

For better insight of the evolutionary process and the method of generating the

new duty cycles at each MPPT cycle, the zoom of the tracking of the GMPP under the

first configuration of the shading is illustrated in Fig. 3.8. Initially, the first duty cy-

cle, calculated by Eqs. (2.7) to (2.9), are successively sent to the buck-boost converter.

Among them, the duty cycle d2 is the best duty cycle since it gives the best PV power

value. By mutation, the proposed DE algorithm generates three mutant duty cycles

around d2 (which is dbest) according to the equation (2.34). These new duty cycles are

then transmitted to the DC-DC converter in the second MPPT cycle to evaluate the

power of the photovoltaic system and select the new generation. Since the mutation

factor F is initially equal to Fmax, the difference between these duty cycles is initially

large. This difference becomes smaller and smaller during the tracking process until

satisfying the convergence criterion. The large initial value of F has the advantage
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Figure 3.8: Duty cycle response during evolutionary process.

of allowing a better exploration of the search space while the progressive decrease of

this factor makes possible the increasing of the tracking speed without falling in the

problem of premature convergence. Once the algorithm manages to reach at MPP, the

duty cycle value remains at the converged point until subsequent irradiance change is

detected. Fix duty cycle at the exact MPP is highly beneficial because the steady-state

oscillation around the MPP is completely diminished. As can be seen from Fig. 3.7

that when the shading pattern changed at t = 5 s, the proposed DE algorithm de-

tects a significant change in the array power and responds by initializing the tracking

procedure. The evolutionary process including mutation, crossover and selection is

then commences and the process continues until all the duty cycles in the population

converge. The duty cycle has successfully converge at d = 0.6 in 18 perturbations, i.e.

6 generations and the correct MPP is reached at VMPP = 45.94 V and IMPP = 2.09 A.

The corresponding MPP value is 96.14 W which is 99.92% from ideal MPP value of

96.87 W. In third condition at t = 10 s, the shape of the I-V and P-V curves change

with the changes in the shading pattern. Again, the reduction in array power satisfies

the condition in Eq. (2.15) and hence the re-initialization process is restarted. The ini-

tial population of duty cycles are evaluated and the loop of mutation, crossover and

selection are continuously repeated until the new GMPP is found. The same process
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continues and finally after ten perturbations all particles converge around d = 0.75.

Once again, the algorithm proves to be capable of locating the new MPP accurately.

The new GMPP is found after 21 perturbations. The corresponding tracked voltage

and current are 15.73 V and 2.84 A, respectively. The tracking accuracy is 99.78%.

3.7 Tracking of GMPP using P&O based MPPT

The performances of the meta-heuristic algorithms are compared with the conven-

tional P&O algorithms. Fig. 3.9 shows the results obtained by the P&O algorithm. A

fixed perturbation step of ∆dP&O = 0.01 is imposed every 0.05 s. For the first config-

uration, the P&O algorithm has successfully located the GMPP, which is found to the

right of the P-V characteristic. For the other configurations, the algorithm could not

distinguish the GMPP from LMPPs and trapped in a LMPP. These results prove the

inability of the P&O algorithm to handle the case of partial shading.
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Figure 3.9: Variation of duty cycle, current, voltage and power of the PV system during GMPP tracking

using P&O algorithm.
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3.8 Comparative evaluation

The tracking performances of the soft computing global search MPPT techniques;

BA, DE and PSO are evaluated and compared in terms of the tracking speed and

accuracy. As a benchmark, their performance to handle the partial shading condition

is compared with the conventional P&O technique.

3.8.1 Handling of partial shading

As can be noticed from the previous waveforms of tracking, BA, DE and PSO tech-

niques have detected the changes in the shading configurations and the re-initialisation

of the MPPT process. They also successfully located the global maxima in the three

configurations of partial shading. On the other hand, the performance of P&O de-

grades significantly under partial shading conditions as it often stuck in a LMPP. For

the first shading pattern, the global MPP is situated at the right side of the P-V char-

acteristic curve. The procedure tracking of the P&O algorithm starts by transmitting

the first duty cycle to the DC-DC converter. The value of the initial duty cycle is 0.02,

which results in a voltage in the vicinity of open circuit voltage. The procedure of

perturbing the duty cycle continues until tracking the first peak. Then, the P&O os-

cillates around this peak which is fortuitously the global one. For the second and the

third configuration of shading, it can be seen that P&O algorithm erroneously identi-

fies the local peak as the GMPP due to the inability of the algorithm to differentiate

the local and global peak. In these two scenarios, P&O algorithm failed to track the

global MPPs and trapped in LMPPs. These results prove the superiority of the meta-

heuristic techniques over the conventional P&O algorithm to handle the multimodal

P-V characteristic curves under partial shading conditions.

3.8.2 Tracking speed

An attractive characteristic of good MPPT methods is their high convergence speed.

However, it is a difficult task to sort tracking speed because a fair comparison is hard

to be reach among MPPT techniques. In this work, the speed of tracking is estimated
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by the capability of the meta-heuristic technique to meet the convergence criterion. As

mentioned before, the proposed techniques stop the optimization process when the

absolute difference between each two different duty cycles is less than a threshold.

Then, the number of iterations (perturbations) to meet this criterion are recorded

and multiplied by the sampling period of the MPPT controller. The result of this

multiplication is considered to be the speed of convergence. A MPPT cycle is achieved

after evaluating all the three duty cycles. Therefore, a MPPT cycle corresponds to

three perturbations. Table 3.1 summarizes the tracking speed performance of the

three algorithms. As can be observed, the Bat and DE algorithms are superior in term

of its tracking convergence compared to the PSO technique. For the first shading

pattern, the DE algorithm achieved the GMPP tracking faster. It takes only 5 MPPT

cycles to settle at the GMPP. PSO algorithm is the slower one and takes 9 MPPT

cycles (27 perturbations) to meet the convergence criterion whereas the BA method

takes only 7 cycles. It can be noticed from Fig. 3.5 that the BA method locates the

region of the GMPP in less than 5 MPPT cycles and activates only the local search

after 15 perturbations. For the second shading configuration, bat and DE algorithms

perform 18 perturbations to reach the steady state, less than the PSO algorithm by 4

perturbations. In the third shading pattern, the PSO algorithm lasts 8 MPPT cycles

and the bat algorithm requires only 5 MPPT cycles to settle at the GMPP. In this

case, DE algorithm has difficulties to meet the convergence criterion. Nevertheless, it

tracking speed is superior to PSO algorithm.

Table 3.1: Tracking convergence speed during partial shading test.

Shading pattern N◦ Tracking speed (s)

BA PSO DE

Shading pattern 1 1.05 1.35 0.75

Shading pattern 2 0.90 1.10 0.90

Shading pattern 3 0.75 1.20 1.05
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3.8.3 Steady-state and dynamic MPPT response

As reported before, the studied soft computational techniques have the ability to track

the GMPP and can handle the partial shading with high accuracy. This is supported

by the results of the calculation of the static and dynamic efficiency. The static effi-

ciency is given by

ηstatic =
PMPPT

Pmax
(3.2)

with Pmppt is the power obtained in the steady state condition and Pmax is the maxi-

mum power available on the photovoltaic panel.

The dynamic performance takes into account the transient time and the steady

state condition. It is calculated as

ηdynamic =

∫ T
0 PPV dt∫ T
0 Pmax dt

.100 =

∫ 15
0 PPV dt∫ 15
0 Pmax dt

.100 (3.3)

Table 3.2 shows the results of the tracking in steady state condition. In the three PS

conditions, the three meta-heuristic techniques are capable of searching and reaching

the right MPP with high accuracy. In term of the steady-state tracking accuracy, all

these algorithms are basically at the same par. This is due to the fact that these

algorithms are all global search techniques and work with close principles. The main

difference is the manner to update the new duty cycles in the population. Table 3.3

reports the results of the calculation of the dynamic efficiency of BA and PSO and DE.

It can be observed that the bat algorithm gives the best results in static and presents

the best dynamic behaviour. Although the PSO and DE algorithms present good static

efficiency, the fluctuations in the voltage are very high compared to the BA algorithm.

These fluctuations appear significantly in the third case of shading pattern for the

DE algorithm and with a less degree for PSO algorithm. This is due to the evolution

nature of the DE algorithm and the inability of exploitation of best solution found in

some cases. From Table 3.3, we can notice the superiority of BA based MPPT over the

other techniques in terms of dynamic tracking behaviour. These results are justified

by the fact that the bat algorithm combines the global search and local search in the

optimization process. This combination avoids large fluctuations and disturbances in

89



Chapter 3. Simulation of the proposed global search MPPT controllers

the photovoltaic panel voltage and provides better control of the search space.

Table 3.2: Comparison between BA, PSO and DE based MPPT methods in steady state condition.

Shading pattern N◦ Ideal power Pmax (W) Power obtained PMPPT (W) Static efficiency ηstatic (%)

BA PSO DE BA PSO DE

Shading pattern 1 146.87 146.85 146.72 146.85 99.98 99.90 99.98

Shading pattern 2 96.22 96.21 96.19 96.14 99.98 99.97 99.92

Shading pattern 3 44.83 44.82 44.82 44.73 99.97 99.97 99.78

Table 3.3: Dynamic tracking performance comparison between BA, PSO and DE based MPPT tech-

niques.

BA PSO DE

Dynamic efficiency ηdynamic (%) 98.36 97.87 97.81

3.9 Test under extreme shading configurations

The tracking performance of the proposed method is tested using ten different P-V

curves, as shown in Fig. 3.10. These curves are generated by imposing various shad-

ing patterns on the PV array model. The first curve is the normal condition with

uniform irradiation whereas the subsequent curves are partial shading curves. The

P-V characteristics corresponding to these configurations provide an example of the

influence of partial shading on the output power of the photovoltaic panel. These P-V

curves can have different number of MPP and the location of the GMPP is variable,

making its tracking difficult. Table 3.4 summarizes the tracked voltage, current, and

power for the bat, PSO and DE techniques for the considered configurations of shad-

ing. As shown in Table 3.4, the proposed methods have accurately located the GMPP

for all given shading conditions.. It can be seen that they yield more than 99% static

efficiency for all the cases studied.
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3.9. Test under extreme shading configurations
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Figure 3.10: Ten (10) different sets of P-V curve used in the simulation.

Table 3.4: Steady state tracking results for BA, PSO and DE based MPPT techniques under various

shading patterns.

Shading pattern (1 = 1000 W/m2) Global peak values BA-MPPT PSO-MPPT DE-MPPT Static efficiency

G11 G12 G21 G22 G31 G32 G41 G42
VGMPP

(V)

IGMPP

(A)

PGMPP

(P)

VMPPT

(V)

IMPPT

(A)

PMPPT

(P)

VMPPT

(V)

IMPPT

(A)

PMPPT

(P)

VMPPT

(V)

IMPPT

(A)

PMPPT

(P)

BA

(%)

PSO

(%)

DE

(%)

1 1 1 1 1 1 1 1 1 69.78 3.15 219.25 69.6 3.15 219.24 69.6 3.15 219.24 69.6 3.15 219.24 99.99 99.99 99.99

2 1 1 0.9 0.9 0.8 0.8 0.6 0.6 74.88 1.94 144.64 75.04 1.93 144.62 74.12 1.95 144.33 73.79 1.95 144.05 99.98 99.79 99.59

3 1 1 0.9 0.9 0.3 0.3 0.2 0.2 34.37 2.88 98.96 34.94 2.82 98.65 35.23 2.79 98.2 34.85 2.83 98.74 99.68 99.23 99.78

4 1 1 0.8 0.8 0.7 0.7 0.4 0.4 54.08 2.26 121.77 53.88 2.26 121.74 54.91 2.21 121.21 53.63 2.27 121.63 99.97 99.54 99.89

5 1 1 0.9 0.9 0.8 0.8 0.7 0.5 64.56 2.29 147.49 64.57 2.28 147.48 64.14 2.3 147.33 64.71 2.28 147.46 99.99 99.89 99.98

6 0.7 0.7 0.6 0.6 0.45 0.45 0.3 0.1 54.74 1.42 77.44 55.05 1.41 77.39 55.61 1.38 77 53.68 1.43 77.02 99.93 99.43 99.46

7 1 1 0.5 0.5 0.2 0.2 0.3 0.1 36.04 1.57 56.48 36.18 1.56 56.47 35.21 1.59 56.11 35.69 1.58 56.4 99.98 99.34 99.86

8 1 1 0.9 0.9 0.8 0.7 0.6 0.5 65.86 1.95 128.26 66 1.94 128.24 66.51 1.92 127.76 64.92 1.97 127.72 99.98 99.61 99.58

9 1 1 0.6 0.6 0.5 0.4 0.3 0.1 46.17 1.6 73.77 46.32 1.59 73.74 45.27 1.62 73.31 46.29 1.59 73.75 99.96 99.38 99.97

10 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 56.34 1.61 90.37 56.56 1.6 90.33 56.92 1.58 90.01 56.49 1.6 90.35 99.95 99.6 99.98
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Chapter 3. Simulation of the proposed global search MPPT controllers

3.10 Conclusion

This chapter analyzed the performance of the proposed global search MPPT con-

trollers based on Bat, PSO and DE algorithms for photovoltaic systems. The Mat-

lab/Simulink environment is used to simulate various I-V and P-V characteristic

curves under various partial shading patterns and to analyze the proposed MPPT

control schemes robustness and performance. For benchmarking, comparison with

conventional P&O algorithm is carried out. From simulation studies, the ability of

the proposed controllers to successfully track the correct GMPP with high accuracy

and speed during partial shading condition is remarkable and clearly demonstrated.

Despite the simpler structure, the proposed MPPT controllers yield a static efficiency

above 99% in all the cases studied.
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Chapter 4. Hardware implementation of proposed MPPT controllers

4.1 Introduction

I n this chapter, the hardware implementation of the MPPT controllers based on the

proposed Bat, PSO and DE algorithms is presented. Except for the size of PV ar-

ray, the system parameters used in the hardware implementation are the same as used

in simulation. An overview on FPGA circuit and their advantages are provided first.

Then, the general block diagram of experimental set-up is presented, followed by the

descriptions on hardware prototype construction. For completeness, brief explana-

tion on the power converter, feedback sensor and gate driver development are given.

Finally, the overall MPPT system implementation using Xilinx Virtex-5 (XC5VLX50-

1FFG676) Field Programmable Gate Array (FPGA) is presented.

4.2 FPGA circuits

Field-programmable gate arrays (FPGAs) are reprogrammable silicon chips. When a

FPGA is configured, the internal circuitry is connected in a way that creates a hard-

ware implementation of the software application. Unlike processors, FPGAs use ded-

icated hardware for processing logic and do not have an operating system. FPGAs are

truly parallel in nature so different processing operations do not have to compete for

the same resources. As a result, the performance of one part of the application is not

affected when additional processing is added. Also, multiple control loops can run

on a single FPGA device at different rates. FPGA-based control systems can enforce

critical interlock logic and can be designed to prevent input/output (I/O) forcing by

an operator. However, unlike hard-wired printed circuit board (PCB) designs which

have fixed hardware resources, FPGA-based systems can literally rewire their inter-

nal circuitry to allow reconfiguration after the control system is deployed to the field.

FPGA devices deliver the performance and reliability of dedicated hardware circuitry.

A single FPGA can replace thousands of discrete components by incorporating mil-

lions of logic gates in a single integrated circuit (IC) chip. The internal resources of an

FPGA chip consist of a matrix of configurable logic blocks (CLBs) surrounded by a pe-

riphery of I/O blocks. Signals are routed within the FPGA matrix by programmable
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4.2. FPGA circuits

interconnect switches and wire routes.

A generalized example of an FPGA is shown in Fig. 4.1 where configurable logic

blocks (CLBs) are arranged in a two dimensional grid and are interconnected by pro-

grammable routing resources. I/O blocks are arranged at the periphery of the grid

and they are also connected to the programmable routing interconnect. The config-

urable logic blocks (CLBs) are the basic logic unit of an FPGA. Sometimes referred

to as slices or logic cells, CLBs are made up of two basic components: flip-flops and

lookup tables (LUTs). The "programmable/reconfigurable" term in FPGAs indicates

their ability to implement a new function on the chip after its fabrication is complete.

The re-configurability/programmability of an FPGA is based on an underlying pro-

gramming technology, which can cause a change in behavior of a pre-fabricated chip

after its fabrication. There are a number of programming technologies that have been

used for reconfigurable architectures. Each of these technologies has different charac-

teristics which in turn have significant effect on the programmable architecture. Some

of the well known technologies include static memory, flash and anti-fuse [85].

Figure 4.1: Architecture of FPGA circuits.
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Chapter 4. Hardware implementation of proposed MPPT controllers

4.3 Benefits of FPGA technology

Since their invention by Xilinx in 1984, FPGAs have gone from being simple glue logic

chips to actually replacing custom application-specific integrated circuits (ASICs) and

processors for signal processing and control applications. FPGA chip adoption across

all industries is driven by the fact that FPGAs combine the best parts of ASICs and

processor-based systems. In fact, FPGAs provide hardware-timed speed and reliabil-

ity, but are more cost effective than custom ASICs. Taking advantage of hardware

parallelism, FPGAs exceed the computing power of digital signal processors (DSPs)

by breaking the paradigm of sequential execution and accomplishing more operations

per clock cycle. Reprogrammable silicon also has the same flexibility of software run-

ning on a processor-based system, but it is not limited by the number of processing

cores available. Unlike processors, FPGAs are truly parallel, so different processing

operations do not have to compete for the same resources. Each independent pro-

cessing task is assigned to a dedicated section of the chip, and can therefore function

autonomously without any influence from other logic blocks. As a result, speeds can

be very fast, and multiple control loops can run on a single FPGA device at different

rates. Furthermore, thanks to their re-configurability, FPGA’s are reusable, making

them flexible for faster prototyping in the face of increased time-to-market concerns,

and mistakes are not so costly. After prototyping is completed, often the FPGA used

to develop the prototype will be converted to a permanent ASIC.

4.4 Description of the experimental set-up

Fig. 4.2 shows the block diagram of the experimental system developed for the vali-

dation of the proposed MPPT controllers. The photograph of the experimental setup

is shown in Fig. 4.3. The photovoltaic panel is assembled by the association of SM55

photovoltaic modules. The power converter used is a buck-boost converter designed

to operate in continuous conduction current mode. The acquisition circuit of current

and voltage of the photovoltaic panel is based on sensors LA 55-P and LV 25-P, re-

spectively. Two ADCs, ADC0804 are used to convert the obtained analog images of
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4.4. Description of the experimental set-up

current and voltage into digital values for the MPPT controller. The proposed MPPT

techniques are implemented on an FPGA circuit XC5VLX50-1FFG676 of Vertex5 fam-

ily [86]. This circuit is built around an ML501 development board. The codes are

written in VHDL and are synthesized with ISE 10.1 of Xilinx. The tracked PV current

and PV voltage are visualised on oscilloscope and recorded for further analysis.

The use of FPGA circuit for the implementation of MPPT control algorithms of-

fers many advantages. Indeed, FPGA offers real hardware implementation of MPPT

algorithm. Taking advantage of hardware parallelism, FPGAs overtake the comput-

ing performance of digital signal processors (DSPs) and perform more operations per

clock cycle. Being reconfigurable, FPGAs can offer a high degree of flexibility and

robustness. Therefore, these circuits offer the possibility of implementing complex

control algorithms with low latency of computing time. In addition, the speed of

FPGAs allows better temporal resolution and improves the performance of MPPT

control algorithms.

A brief description of the main components used in the experiments is presented

in the following sub-sections.

Isolation + driver

LA 55-P

LV 25-P

ADC

ADC MPPT

(inside FPGA)

PV panel

(SM55)

Buck-Boost

converter
Load

PWM

IPV

VPV

Figure 4.2: Schematic of connections in the experimental PV system with the proposed MPPT con-

troller.

97



Chapter 4. Hardware implementation of proposed MPPT controllers

Figure 4.3: Photograph of the experimental setup.

4.4.1 DC-DC converter

The power converter used is a buck-boost converter designed to operate in continuous

conduction current mode. The buck-boost topology is used due to several reasons,

namely because it exhibits superior characteristics (compared to other types of con-

verters) with respect to the performance of PV array’s MPP, and it allows the follow-up

of the MPP at all times, regardless of the PV panel temperature, the solar irradiance

and connected load [41, 87]. Fig. 4.4 shows the schematic of the buck-boost converter.

The specifications of the converter are shown in Table 4.1.

Load
PV

array

ioutiPV

C1 C2

Inductance

Diode
Switch

Switching
signal

Figure 4.4: Buck-boost circuit used as a MPPT converter.

Table 4.1: Specifications of the buck-boost converter.

Parameters Value

Capacitor C1 440 µF
Capacitor C2 330 µF
Inductance 0.7 mH
Switch MOSFET IRFP450 (500 V, 14 A)
Diode MUR1640 (400 V, 16 A)
Switching frequency 50 kHz
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4.4. Description of the experimental set-up

4.4.2 Gate drive circuit

The MOSFET is a voltage-controlled switch that needs a pulse signal at the gate for

turning on/off. The PWM control signal generated by the FPGA is 0-3.3V voltage

level. However, the switch used requires a control signal of at least 0-10V voltage

level. For this purpose, gate drive circuit is implemented to ensure the adaptation of

control signal voltage. The gate drive circuit acts also as an interface which ensures

the electrical isolation between the electronic circuit and power circuit. Figure 6.4

shows the gate drive circuit. It consists of two main components: an opto-coupler

and a MOSFET gate driver. The HCPL-2200 opto-coupler is employed to provide the

electrical isolation between the power circuit and electronics circuits. The input of the

opto-coupler circuit is connected to the PWM signal generated by the FPGA device.

The output of the opto-coupler serves as an input of IR2118 gate driver. The IR2118

is a high voltage, high speed power MOSFET and IGBT driver. The output driver

features a high pulse current buffer stage designed for minimum cross-conduction.

The floating channel can be used to drive an N-channel power MOSFET or IGBT in the

high or low side configuration which operates up to 600 volts. The gate drive circuit is

powered by a 12V power supply. Since the IR2118 gate driver has an inverting input

(out of phase with the output), the logic level of PWM signal is inverted at earlier

stage by the FPGA devise.

4.4.3 Acquisition circuit

The proposed MPPT algorithms require the values of PV current and PV voltage.

Measurement Transducers should then be used to obtain these two parameters. Since

the MPPT techniques are implemented into FPGA, which is a digital device, the ana-

log PV current and voltage values should be converted with an external analog-digital

converter (ADC), and then read the digital output of the ADC by the FPGA. The mea-

surement of current and voltage of the photovoltaic panel is performed with trans-

ducer LA 55-P and LV 25-P, respectively. These Hall-effect sensors provide galvanic

isolation between the primary circuit (high power) and the secondary circuit (elec-
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tronic circuit) and it presents advantages like very good linearity and excellent accu-

racy. An analog low-pass filter is placed at both sensors output port to provide cleaner

signals measurements. Furthermore, an amplification stage based on LM358-N oper-

ational amplifier is used in order to amplifies the obtained signals and maintain them

in the range of 0-5V required by the analog to digital (ADC) module. Two ADCs,

ADC0804 are used to convert the obtained analog images of current and voltage into

digital values for the MPPT controller. The ADCs are configured to operate at free-

running or continuous conversion mode. This means that a new analog to digital

conversion is performed automatically after the end of a conversion cycle. A dedi-

cated block is then implemented into FPGA in order to interface this latter with the

ADCs and to determine the instant of sampling and reading the PV current and the

PV values.

The ADCs outputs could not be connected directly to the pin of the FPGA because

their voltage level is 5V whereas FPGA works with lower voltage (3.3 V). Then, a logic-

level shifter is required to resolve the voltage incompatibility and translate the 5 V

CMOS outputs of the ADCs to 3.3 V level signals, compatible with FPGA requirement.

For this purpose, four CD4050 devises are used. To ensure the transmission of data in

one way (from the ADC to FPGA), two SN74HC245 octal bus Transceivers are added

and interconnected to the outputs of CD4050 devises. In fact, these bus transceivers

are designed for asynchronous two-way communication between data buses. The

SN74HC245 devices allow data transmission from the A bus to the B bus or from the

B bus to the A bus, depending on the logic level at its direction-control input.

4.4.4 FPGA implementation platform

4.4.4.1 Hardware environment

The ML501 evaluation/development platform provides easy and practical access to

resources available in the on-board Virtex-5 LX50 FPGA device. Supported by indus-

try standard interfaces and connectors, ML501 is a versatile development platform for

multiple applications. The video, audio, and communication ports along with gener-
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4.4. Description of the experimental set-up

ous memory resources extend the functionality and flexibility of the ML501 beyond a

typical FPGA development platform.

The central element of the evaluation board is XC5VLX50-1FFG676 FPGA chip of

Xilinx Virtex-5 family. This chip contains 7200 slices, 48 DSP48E slices and Block RAM

up to 1728 Kb. It should notice that a typical CLB of Virtex-5 FPGA is two slices, and

each slice contains four 6-input logic-function generators or LUTs, four storage ele-

ments or flip-flops, three wide function multiplexers, and a length-4 carry chain com-

prising of multiplexers and XOR gates. Depending on the nature of LUTs, the slice

is called a "SLICEL" or "SLICEM" in Xilinx terminology. The LUTs present in SLI-

CEL can implement any arbitrary combinational logic, whereas the LUTs in SLICEM

can be configured to operate as 32-bit shift registers (or 16-bit x 2 shift registers) or

as 64-bit distributed RAM. The four storage elements in a slice can be configured as

either edge-triggered D-type flip-flops or level sensitive latches. On the other hand,

DSP slices in FPGAs are specifically designed for DSP data and signal analysis oper-

ations, include built-in multiply and adder circuitry. FPGAs are efficient for digital

signal processing (DSP) applications because they can implement custom, fully paral-

lel algorithms. DSP applications use many binary multipliers and accumulators that

are best implemented in dedicated DSP slices. In fact, the DSP slices enhance the

speed and efficiency of many applications beyond digital signal processing while re-

taining system design flexibility. The Virtex-5 FPGA DSP48E slice contains a 25 x 18

multiplier, an adder, and an accumulator.

Fig. 4.5 shows the ML501 development platform. In addition to the FPGA chip,

this board contains several components, we can mention:

• Xilinx XC95144XL CPLD for glue logic,

• Xilinx XCF32P Platform Flash PROM configuration storage device,

• 256 MB DDR2 small outline DIMM (SODIMM),

• JTAG configuration port for use with Parallel Cable III, Parallel Cable IV, or

Platform USB download cable,

• Single-ended and differential expansion I/O connectors,

• 10/100/1000 tri-speed Ethernet PHY transceiver,

• RS-232 serial port,

101



Chapter 4. Hardware implementation of proposed MPPT controllers

• 3.3V clock oscillator socket populated with a 100-MHz oscillator,

• General purpose DIP switches, LEDs, and pushbuttons.

Figure 4.5: Vertex-5 FPGA ML501 evaluation platform.

4.4.4.2 Software environment

Xilinx ISE 10.1 (Integrated Synthesis Environment) is used for the implementation of

the MPPT controller into FPGA. Xilinx ISE is a design software produced by Xilinx for

synthesis and analysis of HDL designs. This design environment integrates various

tools to pass through the entire design flow of a FPGA/CPLD based system. The

top-level design file can be created using a Hardware Description Language (HDL)

or using a schematic. ISE enable the developer to synthesize their designs, perform

timing analysis, simulate the design at different level of conception, and configure the

target Xilinx device.

4.4.4.3 FPGA design flow

First of all, different architectures are designed and developed for each MPPT algo-

rithm (BA, DE, PSO). After that, the ISE design flow is adopted in order to verify

the effectiveness of the hardware implementation of the MPPT controllers into FPGA.
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4.4. Description of the experimental set-up

The codes of MPPT technique are synthesised and implemented into FPGA with Xil-

inx ISE 10.1 in order to get the PWM switching signal required to control the DC-DC

converter.

The ISE design flow comprises the following steps: design entry, design synthesis,

design implementation, and Xilinx device programming. Design verification, which

includes both functional verification and timing verification, takes places at different

points during the design flow. Fig. 4.6 describes the ISE design flow and the method-

ology used for the implementation MPPT algorithms.

Design entry is the first step in the ISE design flow. The top-level design file, which

includes various sub-files is created using VHDL. In addition, a pin constraints file

is defined in order to specify the physical location (in FPGA) of the logical signals

in the VHDL entity. VHDL stands for VHSIC (Very High Speed Integrated Circuits)

Hardware Description Language. This language was developed in 1981 at the behest

of thefor the U.S. department of Defence (DoD) under the VHSIC program. It was the

first hardware description language standardized by the IEEE, through the 1076 and

1164 standards. VHDL is a hardware description language. The code describes the

behaviour or structure of an electronic circuit, from which a compliant physical circuit

can be inferred by a compiler. Its main applications include synthesis of digital circuits

onto CPLD/FPGA (Complex Programmable Logic Device/Field Programmable Gate

Array) chips and layout/mask generation for ASIC (Application-Specific Integrated

Circuit) fabrication. VHDL is technology/vendor independent, so VHDL codes are

portable and reusable. VHDL allows circuit synthesis as well as circuit simulation.

The former is the translation of a source code into a hardware structure that imple-

ments the intended functionality, while the latter is a testing procedure to ensure that

such functionality is indeed achieved by the synthesized circuit.

After design entry and optional simulation, synthesis is performed. The synthe-

sizer converts the VHDL code into a gate-level netlist and synthesis process describes

the circuit at the Register Transfer Level (RTL), into a netlist at the gate level.

After synthesis, design implementation is performed to converts the logical design

into a physical file format that can be downloaded to the selected target device. Xilinx
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design flow has three implementation stages: translate, map and place and route.

From Project Navigator, we can run the implementation process in one step, or we

can run each of the implementation processes separately. It should be noticed that we

can verify the functionality of the design at several points in the design flow.

After implementation process, we generate the programming file and we configure

the target device (XC5VLX50-1FFG676 FPGA) with iMPACT. Then the bitstream is

generated and uploaded to the FPGA. The FPGA reads then the PV voltage and PV

current values, performs the MPPT process and generates the PWM signal to control

the buck-boost converter.

Design on Board

Design Entry

VHDL code

Design Synthesis

Block
Annotation

Generate Programming

File

Configure Target Device

iMPACT

Design Implementation

Translate

Map

Place & Route

Design Verification

Timing
Simulation

Static Timing
Analysis

Functional
Simulation

Behavioural
SimulationBA‐MPPT

PSO‐MPPT
DE‐MPPT
P&O‐MPPT

Figure 4.6: Design flow used for the FPGA implementation of MPPT techniques.
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4.5 FPGA implementation of proposed MPPT techniques

4.5.1 Architecture of developed MPPT controllers

The general architecture adopted for the development of the MPPT controllers (BA,

PSO and DE) is shown in Fig. 4.7. This synoptic scheme includes three blocks: "ac-

quisition", "MPPT" and "PWM". The "acquisition" block serves as an input interface

between the FPGA device and the external measurement circuit. It allows the reading

of the digital data buses of PV voltage and PV current, the calculation the PV power

and the calculation of the ∆P value. The "MPPT" block is the main block that allows

the execution of different steps of the MPPT algorithm and the determination of the

duty cycle. The "PWM" block allows the generation of the PWM signal to control

the DC-DC converter. It should be noted that the two blocks, "MPPT" and "PWM"

are similar for the three MPPT controllers. However, the internal architecture of the

"MPPT" block varies according to the considered MPPT algorithm (BA, PSO or DE).

The proposed architectures are described in VHDL and implemented into XC5VLX50-

1FFG676 FPGA. As illustration, the Register Transfer Level (RTL) schematic of the

synthesized BA-MPPT controller implemented on FPGA is shown in Fig. 4.8. It in-

cludes various blocks coded separately. This modular programming allows a better

optimization of hardware resource and a more flexible and reusable structure. The

"acquisition" block allows the reading of digital values of the current and voltage

generated by the analog-digital converters and the calculating of the value of the pho-

tovoltaic panel power. The "clk_divider" block allows the generation, from the clock

of the FPGA, of various clocks needed for the functioning and synchronization of dif-

ferent blocks. The "MPPT" block is the key element of calculating of bat algorithm. It

Acquisition MPPT PWM

PV current

PV voltage

P

∆𝑃
d

Figure 4.7: Synoptic diagram of the MPPT controllers implemented in FPGA.
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Figure 4.8: The RTL schematic of the synthesized BA based MPPT.

comprises several sub-blocks which allow the execution of the deferent instructions

of the bat algorithm and the calculation of the duty cycle. The "PWM" block allows

the generation of the PWM signal from the duty cycle d for the control of the DC-DC

converter. As mentioned earlier, the architecture of BA, DE and PSO based MPPT are

different at "MPPT" bloc. As a result, theirs RTL schematics are different also at the

"MPPT" blocks.

4.5.2 Hardware resources utilisation

Once the MPPT design is synthesized and implemented , we can access to FPGA Edi-

tor in the ISE Processes window to visualise the routed design on FPGA. FPGA Editor

is a graphical displaying and editing tool for physical (layout and routing) designs im-

plemented in Xilinx FPGAs. This tool can be used to fine-tune the FPGA design and

improve the performance of the Place & Route process. Table 4.2 illustrates the hard-

ware resources utilisation and power consumption of each implemented MPPT tech-

niques. The power consumption of the implemented MPPT techniques is obtained by

Xilinx Power Analyzer (XPA) and reported also in Table 4.2. Xilinx Power Analyzer

helps to perform power estimation and analysis for a given real design. Total power

in an FPGA is the sum of two components:

• Static power: Static power results primarily from transistor leakage current in

the device. Leakage current is either from source-to-drain or through the gate

oxide, and exists even when the transistor is logically "OFF".
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• Dynamic power: Dynamic power is associated with design activity and switch-

ing events in the core or I/O of the device. Dynamic power is determined by

node capacitance, supply voltage, and switching frequency (C V2 f ).

From these results, we can conclude that the implementation is performed accu-

rately. It can be noticed that the material cost of BA based MPPT is higher than the

other techniques. This result is justified by the fact that the optimisation strategy in

bat algorithm is more complex.

Table 4.2: Hardware resources utilisation for each developed MPPT technique

Device Utilization Summary (xc5vlx50-1ff676) BA-MPPT PSO-MPPT DE-MPPT P&O-MPPT Available

Number of Slice Registers 3179 (11%) 2293 (7%) 2324 (8%) 113 (1%) 28800

Number of Slice LUTs 3172 (11%) 2161 (7%) 2238 (7%) 148 (1%) 28800

Number of bonded IOBs 19 (4%) 19 (4%) 19 (4%) 19 (4%) 440

Number of BUFG/BUFGCTRLs 2 (6%) 2 (6%) 2 (6%) 2 (6%) 32

Number of DSP48Es 11 (22%) 11 (22%) 5 (10%) 1 (2%) 48

Total quiescent power (W) 0.345 0.345 0.345 0.344 –

Total dynamic power (W) 0.018 0.029 0.018 0.002 –

Total estimated Power consumption 0.363 0.375 0.363 0.346 –

4.6 Experimental verification

The performances of the proposed MPPT algorithms are tested experimentally for

different configurations of partial shading. The photovoltaic panel is composed of

photovoltaic modules connected in series. The PV panel is exposed to real irradiance

conditions. Since it is difficult to predict exactly the appearance moment of partial

shading, this latter is created artificially by blocking small portions of the PV panel.

This is done by using sheets of different dimensions. Due to variation of solar irradi-

ance and real time test, each MPPT technique is tested individually with four different

shading patterns. As a result, the obtained real time P-V curves are not the same for

the MPPT techniques.
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4.6.1 Tracking results with BA based MPPT

Fig. 4.9 shows the recorded experimental results for the four tests. Each one of

these figures includes the P-V characteristic in the presence of partial shading, the

voltage, the current and power of the photovoltaic panel during the tracking pro-

cess. Fig. 4.9(a) shows the experimental results obtained for the first test. The first

configuration is characterized by the presence of two points of maximum power,

PLMPP = 29.33 W and PGMPP = 35.6 W, respectively. The global maximum power

point is to the left of the P-V curve, at VGMPP = 15 V. It can be noticed that the bat

algorithm has successfully located the GMPP and the operating point is maintained

around V = 15.49 V and I = 2.29 A.

In the second and the third cases shown in Fig. 4.9(b) and Fig. 4.9(c), the P-V

characteristic has three points of maximum power. In the second case, the global

maximum power point, PGMPP = 33.81 W is in the middle of the P-V curve at

VGMPP = 17.25 V. The proposed algorithm was able to distinguish the GMPP from the

LMPPs and the steady state is reached after four MPPT cycles. In the third case, the

global maximum point (GMPP) and the local maximum point (LMPP2) are at very

close power levels, PGMPP = 31.05 W and PLMPP2 = 30.46 W, respectively. The bat

algorithm effectively tracked the GMPP and the voltage of the photovoltaic panel is

maintained around V = 17.95 V.

The effectiveness of the proposed scheme is proved also when the PV array is sub-

jected to extreme partial shading condition. In the fourth shading pattern shown in

Fig. 4.9(d), the P-V characteristic curve exhibits four (4) peaks. For this configuration,

the proposed MPPT controller implemented into FPGA has also successfully tracked

the GMPP at V = 38.48 V and I = 0.92 A.

4.6.2 Tracking results with PSO based MPPT

To evaluate the performance of the algorithm, four tests are conducted under different

shading conditions. The experimental power, voltage and current curves are shown

in Fig. 4.10.
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Figure 4.9: Results of GMPP tracking under 4 shading patterns using BA-MPPT.

The behaviour of the PSO based MPPT controller during the first partial shading

pattern is shown in Fig. 4.10(a). As can be seen in this figure, the generated PV power

is around 35 W, which is close to the maximum achievable power.

To show the severity of partial shading conditions, two different shading patterns

having three peaks in P-V curve are considered. For pattern 2 having three peaks,

the global peak is located at 33.81 W, where the other two local peaks are at 13.18 W

and 21.03 W. Having the unique ability to differentiate local and global peak, the PSO

method converges to global peak and the generated voltage is maintained around
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Figure 4.10: Results of GMPP tracking under 4 shading patterns using PSO-MPPT.

16.9 V. In pattern 3, the P-V characteristic curve for given shade introduces 3 peaks

where GMPP is located at 23.91 W and LMPPs are located at 17.59 W and 21.15 W

, respectively. Though multiple peaks are present, the PSO technique has founded

GMPP within 1 s.

Strong shade with four peaks is introduced in pattern 4 to test the robustness of

the algorithm. Very close local peaks with a similar resemblance of global peak is

created to experiment PSO’s suitability. The PSO method reaches the global peak of

20.16 W in this case and the voltage of the photovoltaic panel is maintained around
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V = 12 V.

4.6.3 Tracking results with DE based MPPT

The tracking performance of proposed algorithm is tested experimentally with four

shading patterns. The detailed results of such case under study are shown in Fig. 4.11.

These figures shows the P-V curve, the PV voltage, PV current and the PV power for

the DE based tracker.

The obtained experimental results for the first partial shading pattern are illus-

trated in Fig. 4.11(a). Under this case, there are two peaks and at the global MPP,

P = 40.57 W, is at V = 17.25 V. From this figure, it can be seen that DE optimization

technique caught the MPP with high tracking efficiency and the operating point is

maintained around V = 16.9 V.

To assess the robustness of the proposed algorithm in seeking the global MPP, the

PV panel has been subjected to another non-uniform irradiance pattern. As shown

from Fig. 4.11(b), the global MPP of 21.15 W is located at the second point on P-V

curve from three points of peaks. It is clearly observed, that the DE based MPPT

is not trapped in the local maximum power points of the P-V characteristic and has

converged accurately to the global MPP. From Fig. 4.11(b), one can derive that DE

optimization technique can ignore the local MPPs and have an excellent capability to

achieve global MPP with very high tracking efficiency.

In the third experiment, the PV array was subject to partial irradiance conditions

where the corresponding P-V curve is shown in Fig. 4.11(c). According to this figure,

the corresponding voltage and power of the GMPP are 22.51 V and 23.34 W. The

corresponding dynamic responses of the voltage and the current of the PV array are

given in Fig. 4.11(c). It can be seen that the generated power is around 23.22 W, which

confirms the correct operation of the proposed MPPT in this case of test.

Another case of study has been taken in order to validate the DE-MPPT controller.

The recorded tracking results for the fourth shading scenario are shown in Fig. 4.11(d).

In this case, the system is tested with a P-V characteristic curve exhibiting four peaks.

As shown from Fig. 4.11(d), the global MPP of 23.54 W is located at the first peak

111



Chapter 4. Hardware implementation of proposed MPPT controllers

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

10

20

30

40

V
o
lt
ag
e
(V
)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

1

2

3

C
u
rr
en
t
(A
)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

10

20

30

40

Time (s)

P
o
w
er
(W
)

0 10 20 30 40
0

10

20

30

40

50

Voltage (V)

P
o
w
er
(W
)

GMPP

LMPP

(a)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

20

V
o
lt
ag
e
(V
)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

2

C
u
rr
en
t
(A
)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

5

10

15

20

25

Time (s)

P
o
w
er
(W
)

0 10 20 30 40
0

5

10

15

20

25

Voltage (V)

P
o
w
er
(W
)

GMPP

LMPP1
LMPP2

(b)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

10

20

30

V
o
lt
ag
e
(V
)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

1

2

3

C
u
rr
en
t
(A
)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

5

10

15

20

25

Time (s)

P
o
w
er
(W
)

0 10 20 30 40
0

5

10

15

20

25

Voltage (V)

P
o
w
er
(W
) LMPP2LMPP1

GMPP

(c)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

5

10

15

20

25

30

35
V
o
lt
ag
e
(V
)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

1

2

3

C
u
rr
en
t
(A
)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

5

10

15

20

25

Time (s)

P
o
w
er
(W
)

0 20 40 60
0

5

10

15

20

25

Voltage (V)

P
o
w
er
(W
)

GMPP
LMPP1

LMPP3
LMPP2

(d)

Figure 4.11: Results of GMPP tracking under 4 shading patterns using DE-MPPT.

on P-V curve. The tracking results show that the DE based trackers can ignore the

local MPPs and have an excellent capability to achieve global MPP. The generated PV

power is around 23.41 W which is close to the maximum achievable power.

4.7 Conclusion

This chapter has described the hardware implementation of BA, PSO and DE based

maximum power point tracking controllers and presented the experimental results.
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4.7. Conclusion

For the implementation, FPGA chip is used for flexible and reusable prototyping de-

sign structure. The experimental validation confirms the effectiveness of the proposed

algorithms to deal with the multimodal characteristic curve of PV systems under par-

tial shading conditions and the results are consistent and well in agreement with the

simulation results. The discussion clearly demonstrates that the power extracting fea-

tures of the proposed controllers in partial shading conditions are able to provide a

feasible alternative solution to real-time PV systems.
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GENERAL CONCLUSION

T he main objective of this research is to make a contribution to the optimization of

photovoltaic systems under partial shaded conditions. This objective is achieved

thanks to the three proposed MPPT techniques, based respectively on the BA, PSO

and DE algorithms, which allow the global point of the maximum power of the PV

generator to be tracked with great efficiency. The objective of the maximum power

point tracking (MPPT) algorithm is to optimize the operating point of the PV system

at the particular point on the I-V curve at which the module or array yields the

greatest power. However, achieving this goal is a demanding task because the MPP

on the P-V characteristic curve is inconsistent due to continuous variation of solar

irradiance and its temperature. The situation is worsened under partial shading (PS)

conditions where the P-V curve becomes multi-modal.

Thanks to the ability of methaheuristcs to handle multi-modal functions, MPPT

controllers based on a Bat, PSO and DE algorithms are proposed to deal with the

multi-modal characteristic of photovoltaic panel under partial shading conditions.

Simulations are carried out under extreme shading patterns to confirm their global

search ability and their good dynamic performance. Furthermore, their performances

are evaluated based on the tracking efficiency, speed and steady-state oscillation and

ability to handle the partial shading. The simulations results show that the proposed

methods track the GMPP with a high accuracy and yield a static efficiency above

99%. In addition, the proposed schemes outperform the P&O methods in terms of
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global peak tracking. FPGA implementation is presented to validate the proposed

controllers on real time application. The implemented architectures are designed

using hand written VHDL codes for better optimization of hardware resource and a

more flexible and reusable structures. Being reconfigurable, FPGAs can offer a high

degree of flexibility and robustness. Since the PWM signal is generated with a high

resolution, the performance of the tracking process is largely improved. Experimental

results confirm the efficiency of the proposed methods in the global peak tracking

and their accuracy under partial shading conditions.

In conclusion, this work authenticates the viability of the proposed Bat, PSO and

DE algorithms for MPPT of PV system. The tests and results demonstrate that the pro-

posed controllers are capable of effectively and accurately locating MPP even under

challenging and extreme conditions where many basic algorithms fail.

In this thesis, several contributions are presented. However, there remain poten-

tially new findings in the area of MPPT control that can still be explored. These can

be summarized as follows:

• Study the influence of the different parameters on the convergence of each algo-

rithm and propose a simple method for selecting the control parameters.

• Combination of the proposed techniques with GMPP region estimator: It is fore-

seen that the performance of the proposed techniques in terms of convergence

speed can be further improved if an estimation technique is applied to identify

the GMPP region.

• Combination of the proposed techniques with an effective strategy of detec-

tion of partial shading, which can differentiate this latter from large irradiance

change.

• Extend the study to other meta-heuristic : it would be interesting to investigate

the possibility of tracking during partially shaded conditions with other meta-

heuristic such as such as Ant Colony Optimization (ACO) , Cuckoo search (CS)

and Firfly algorithm (FA). The implementation of these algorithms in FPGA

could also be envisaged.
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