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 ملخص:
فٙ ْز٘ الاطشٔحت تٓتى بإحذٖ انخٕاسصيٛاث  انحذٚخت نهبحج ػٍ انقٛى انًخانٛت نلأَظًت انتحكًٛت.  فٙ بادئ انبحج 

. تى تؼشٚف صغٛشة انحزى راث اسبغ يحشكاث يشٔحٛتاْتًًُا بأَشاء ٔتؼشٚف ًَٕرد خاصت بانحانت انًذسٔست ْٕٔ 
تحكى كلاسٛكٙ بقًّٛ انًخانٛت فٙ انحانت انًذسٔست باستؼًال خٕاسصيٛت  انًُٕرد َظشٚا ٔتطبٛقٛا حى تطبٛق ػهّٛ َظاو

ػُاصش انسشب. ْزا انؼًم يُزض يٍ قبم فقظ فٙ حانت انُظشٚت ٔببشايذ انًحاكاث فأضفُا فٙ ْزِ الاطشٔحت الاحباث 

ى فٙ انزساع آنٙ, َستؼًم َظشٚت انًُطق انًبٓى يٍ أرم انتحك ٔانذساست انؼًهٛت نٓزا انًٕضٕع. فٙ انًشحهت حاَٛت
َٓتى بذساست انتحكى بٕاسطت انًُطق انًبٓى. فاػتًادا ػهٗ انبحٕث انسابقت نٓز٘ انُظشٚت بؼض انباحخٍٛ ٚختاس 

استؼًال خٕاسصيٛاث انًخانٛت فٙ انبحج ػهٗ انؼٕايم انًخانٛت نٓزا َٕع يٍ انتحكى يغ انحفاظ ػهٗ ػهٗ شكهّ 
ُٚضع انؼٕايم ٔٚؼًم فٙ تغٛش انشكم انًؼشٔف ػهّٛ فٛصبح يزًٕػاتّ انًؼشٔف بّ انز٘ ْٕ يتُاظش ٔبؼض الاخشٍٚ 

انضبابٛت غٛش يتُاظشة ٔانغٛش انًؼشٔفت ػادة. تى تطبٛق ْز٘ انًقاسَت ببشَايذ انًحاكاث ياطلاب ٔتى استُتاد اٌ طشٚقت 
انبحج ػٍ انؼٕايم انبحج ػٍ انًخانٛت انًطبقت يغ َظشٚت انضباب فٙ حانت تغٛش شكم انًزًٕػاث انضبٛبت افضم يٍ 

 يغ انًحافظت ػهٗ انشكم انًؼشٔف ٔانُظايٙ انًتُاظش. 

, يشٔحٛت راث اسبغ يحشكاث صغٛشة انحزى, رساع آنٙ, َظاو تحكى خٕسصيٛت انبحج ػٍ انقٛى انًخانٛت كلمات مفتاحية:
 خطٙ, َظاو تحكى ضبابٙ.

 

 

 

Résume  

Dans cette thèse on a concentré sur la méthode d’optimisation par essaim de particules appelée pour 

l’optimisation des gains de commandes synthétisées. Puisque la méthode conventionnelle de Ziegler-

Nichols (Z-N) pour le réglage des paramètres du régulateur PID est une méthode classique qui permet une 

identification facile des paramètres dans un court laps de temps, mais souvent la sortie du système sous 

réglage présente une réponse avec un dépassement, une erreur d'état stationnaire élevée et d'un grand 

temps de montée. Afin d'améliorer les performances de réglage, dans cette étude l'approche 

methaheuristique moderne de l'optimisation par essaim de particules a été utilisée avec validation 

expérimental afin d’optimiser les paramètres du PID pour la stabilisation de l'attitude d'un Quadrotor. Le 

deuxième cas  traite de l’optimisation d’un contrôleur Proportionnel Dérivé (PD) Flou en utilisant aussi la 

technique d’optimisation par essaims de particules (PSO). Plus précisément, nous avons effectué une 

étude comparative pour montrer les performances du contrôleur PD-flou en optimisant séparément ses 

gains de normalisation et ses paramètres structurels des fonctions d’appartenance. Il est à noter que le 

contrôleur flou optimisé se comporte mieux en présence de bruit. 

Mots clés : la méthode d’optimisation par essaim de particules, bras manipulateur, PID, contrôleur flou. 

 

 

 

 

Abstract  

In this theses focuses on the modern heuristics approach of Particle Swarm Optimization (PSO). At the 

first case we have choose to apply this method for optimization of PID controller for attitude stabilization 

of a Quadrotor with experiments validation. However, manual tuning of these controllers is tedious and 

often leads to poor performance. The conventional Ziegler-Nichols (Z-N) method of PID tuning was done 

experimentally enables easy identification stable PID parameters in a short time, but is accompanied by 

overshoot, high steady-state error, and large rise time. Therefore, in this study, the modern heuristics 

approach of Particle Swarm Optimization (PSO) was employed to enhance the capabilities of the 

conventional Z-N technique. PSO with the constriction coefficient method experimentally demonstrated 

the ability to efficiently and effectively identify optimal PID controller parameters for attitude stabilization 

of a quadrotor. In second case, we conduct a comparative study to access the performance of the PD fuzzy 

controller by optimizing its gain and its structural parameters separately, the optimization will done 

offline; thus leading two distinct fuzzy controllers. The two controllers are applied to control a 3DOF 

PUMA560 robot manipulator. The optimized parameter controller performs better in the presence of noise 

in some joints. 

Key words:  Particle Swarm Optimization, Quadcopter, Manipulator robot, PID, Fuzzy logic controller 

 

 



  

 

 

 

 
Dedication 

 

 إىداء
 

؛ وَدِينِ  باِلْهُدَى رَسُولَوُ  أَرْسَلَ  الَّذِي لِلَّوِ  الْحَمْدُ  ينِ  عَلَى ليُِظْهِرَهُ  الْحَقِّ  لَ  أَنْ  وَأَشْهَدُ  .شَهِيدًا باِللَّوِ  وكََفَى كُلِّوِ  الدِّ
دًا أَنَّ  وَأَشْهَدُ  .اوَتَ وْحِيدً  بِوِ  إِقْ رَاراً لَوُ؛ شَريِكَ  لَ  وَحْدَهُ  اللَّوُ  إِلَّ  إِلَوَ   وَعَلَى عَلَيْوِ  اللَّوُ  صَلَّى .وَرَسُولوُُ  عَبْدُهُ  مُحَمَّ

.مَزيِدًا تَسْلِيمًا وَسَلَّمَ  آلِوِ   

 أما بعد:
 .لفي تربيتي وتعليمي بفضل الله عز وج اهدتجإو  اإلى من سهر  وأمي أىدي ىذا العمل المتواضع إلى أبي

 حبي إليهم ل يض     اىى ماع دا
 بوايا لوجادوا علين      ا بالرضاأ

 أبوايا كنتم على الدوام تناض   لا
 فأخذت منكم ما يجب وزي     ادة

 وكنت أطلب مال    كم تعطونن ي
 وبدا عليكم إذا مرضت كآب      ة
 وإن تسمعا أني أحق    ق مطل   باً 

 اليوم أخبر وال      ديّ بأن         و
 الشمس شهدت والسماء بعطفهم

  يشهد ل أبالم مطلق           اً والله
 يا رب تحفظ والديّ كلاىم       ا

 واكتب لهم حسن الختام لأن      و

 حبي لربي والنبي مح     م        دا
 يكن الطريق إلى الجنان مم     هدا

 كي تجعلوني بين قومي سي       دا
 وكأنك  م أنجبتم    وني واح       دا

 ح         ددالم تبخلوا لم تجعلوه م
 وإذا شفيت يزول عنك م م     ا بدا

 كنتم لأجلي تفرح      ان وتس  عدا
 حبي إليهم في الفؤاد مم            دا

 والقمر يشهد والسح      اب مؤيدا
 ىل مثل ربي في الشهادة شاى   دا

 واجعل لهم من حوض طو موردا
 باب العبور إلى النعي    م الخ   الدا

 
  .و أخي زكرياء سمية ،مريم  يتاخأوإلى  

 
ثم  لبفضل الله عز وج أم أميمة التي صبرت معي في كل المحن والصعاب وكانت بي زوينةيعر  وإلى زوجتي

 .وراهتالدك إلى ماجستيرمرحلة  منعونا لي  على غيابي وسفري بسبب الدراسة بصبرىا

 مجدي العوضي .شبكة الفصيح



  

 

 و وَتعَِيشَ حُرِّا مُسْتَقِرِّا فِي حَيَاةٍ راَضِيَويا مَنْ عَزَمْتَ عَلَى الزَّوَاجِ وَلَسْتَ تَدْرِي مَا ىِيَ 
 فاَخْتَارَىَا لِدِينِْهَا وَذَاتَ أَخْلَاقِ عَاليَِو ورُوحُهَا جَمِيلةٌ وَذَات نَ فْسٍ سَامِيَو

رِّ ليَْسَتْ فاَشِيَو قَوِيَّةٌ عَزْمُهَا فِي الدّين ليَْسَتْ وَاىِيَو  قَصيرةٌ لِسَانهُا للِسِّ
 صَبُورةٌ لِحَالِهَا عَنِ الْحَرَامِ لَىِيَو غَيُ وْرةٌَ لِزَوْجِهَا وَلِلأمور دَاريِوَ

 قَليلةٌ خُروجُها وَلَ تَكُونُ شَاكِيَو قَصِيرَةٌ طَرْفُ هَا عَنِ التَّطلَُّعِ عَامِيَو
 رَقِيقةٌ كَلَامُهَا للمشكلات ناسِيَو طيَّبٌ سَمتُها وَفِى الحديثِ دَاْىِيَو

 ةٌ لِرب ِّهَا فِى الليل دَايْمًا باَكِيَو مُعينةٌ لَزَوْجِهَا حَتىَّ يَكُونَ دَاعِيَوتَقِيَّ 
 حَنُونةٌ أمُها لها نَصَائحٌ غاليَِو قَليلةٌ طلََبَاتُ هَا وَلَ تَكونُ قاَسِيَو

 حَفيظةٌ لبعدك وَىي لَكَ مُوَاليَِو برَيرةٌ لِأَمرك وَإن حَزنت فَمُوَاسِيَو
 في الحكم ليَْسَتْ قاَضِيَو كَريمةٌ عَؤُدَةٌ تَكُون أمُِّا وَافِيَووَلودةٌ وَدودةٌ 

 فَحُجْرَةٌ صَغِيرَةٌ تَكُونُ عِيشَةً ىَانيَِو وَمِهْنَةٌ بَسِيطةٌَ تَكْفِي الحيَاةَ الحَاليَِو
 وَلُقْمَةٌ ىَنِيئةٌ تكون للجوع كافِيَو وَشَرْبةٌَ مَريئةٌ تأَْخُذُىَا بيَدٍ صَافِيَو

 مطيعةٌ للأمر ليَْسَتْ عَاصِيَو وَابْ نَةٌ برَيئةٌ للجنة صَارتْ جَاريِوَ وَزَوْجَةٌ 
 وَنَظْرَةٌ قَريِرَةٌ مِنْ زَوْجَةٍ حَانيَِو وَبَسْمَةٌ لَطِيفَةٌ تعُِيدُ لَكَ الْعَافِيَو

رُ مَتَاعِهَا وَىِيَ لَعَمْرِي فاَنيَِو ذَاك لمنْ أَراَدَ أَنْ يَحْيَى حَيَاةً ثَ   انيَِوفَ هَذِي خَي ْ

 

واروى وعائشةأميمة وابني سعد  ابنتي كما أىديو إلى فلذتي كبدي  
.حفظهم الله جميعا وإلى كل أصدقائي وإلى كل العائلة  

 
.سبحانك اللهم وبحمدك نشهد أن ل إلو إل أنت نستغفرك ونتوب إليك  

اب. ملتقى اىل الحديثأبوحفص محمد بن خط  
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 أَسْدددددددددددندَْ ِ رُ ْ  عَمَلِدددددددددد   مَسَدددددددددداوِي
 قَضَددد  مَدددا فِددد   لُطَْ ددد ُ   نَمِ ُّ وَأَسْددد

خْدددددَ صِ  شَدددددَ ادَةَ     يدُاْهدَدددد ُ  لَ  أَنْ  الِْْ
  دُْ صَدانِ  وَعَد ْ  عَْ د ٍ  عَ ْ  جَ َّ  مَ ْ 
 وَالُْ دددددَ ى باِلْهدَ دِّ دَدددداتِ  جَاءَ دَددددا مَددددد ْ 

 الْحَددددددقِّ  وَدِيدددددد ِ  وَالُْ ددددددَ ى بدِدددددال ُّورِ 
 سَرْمَ َ  دَوَامًا وَالصَّحْ ِ  وَالْْلِ 

 أما با :
 .روا  أحم  «ال َّاسَ  يَشْكُرُ  لَ  مَ ْ  اللَّ َ  يَشْكُرُ  لَ »: قاَلَ  وَسَلَّ َ  عَلَْ  ِ  اللُ  صَلَّ  ال َّهِ ِّ  عَ ِ  هُرَيدْرَةَ، أَبِ  عَ ْ 

 «شَكَرَ ُ  فدََ  ْ  ذكََرَُ ، فَمَ ْ  فدَلَْ ذْكُرُْ ، ،يَسْنَطِعْ  لَ ْ  وَمَ ْ  ِ ،بِ  فدَلُْ كَافِئْ  مَاْرُوفٌ، إِلَْ  ِ  أتُِ َ  مَ ْ »: قاَلَ  وَسَلََّ ، عَلَْ  ِ  اللُ  صَلَّ  اللَّ ِ  رَسُولَ  أَنَّ  عَائِشَةَ، عَ ْ 
.روا  أحم   

ل كون سهها ف  هذا الْ جاز   خر  الل عز وجسث  أشكر م   حم ا كث را ط ها مهاركا أن وف    لْتمام هذ  المذكرة وج  وأحم  أشكر الل عز 
ا ف   امة ال صح والنوج   وفضل ما كن  و حت ف  تاريخ مشوار كا   انذلال ذ بوشريط محم و الأسنا    محم طجالأسناذ المشرف  وهما

ما تأط ر ك اءات الوط  الجزائري ف ما رمزان م  رموز الرت اء ف  الخ ق وف  الام  وف  النال   والهحث و سال الل عزوج  ان يهارك ف  
  وف  اهل  ما وأولدهما.

 ي  بجاماة المس لة الذي كان السناذ ملوك  عز .  شكر الأعل  توج  ات  لج ة النحك   الن  ت  تا   ا و شكره   ل ا الشرف الاظ   لل اء 
للأسناذ بركات سا   كما أت  م بجزي  الشكر ما  بالجاماة  ال  ايام عمل ا داعما ل ا ف  المشوار النال م  م ذ اول س ة دراس ة ف  الجاماة و 

خ ف سااد عل  بخن  س  لة و  كما  شكر مالمة   ل  ي  الاون, اق مالذي  شماشمة محم  بجاماة قس ط  ة سناذوالأ بجاماة المس لة
كما أق م الشكر الجزي  لس   م   ش  وردي  الذي كان  اصحا وما  ا ل ا ف  مشوار ا الالم  والامل    , جل زيةا ف  تصح ح الْمدعم 

سناذ لرباص شريف الذي كان سهها ف  ابنااث ا ال  بريطا  ا وك  الأ ما أت  م بجزي  الشكر إل ك,  عوا ل  بالنوف ق لما ف   الخ ر والص ح 
ائ  م ير سناذ حل  ت محم  الطاهر م ير سابق لجاماة المس لة و ال كنور لخضر خرش   اخص م    الأ سه  ف  ابنااث ام  كان ف  

ومرحوم جم لة مسؤولة موارد بشرية الخاصة  لالم ة و الن   ة و الا قات الخارج ةالجاماة مكلف بالمسائ  المنال ة بالن ش ط و النرق ة ا
  بوزارة النال   الاال . بالأساتذة

 شكري الخاص ال  الزم   الالم  ف  ال كنورا  ب صح  وخهرت  الخ  وردي  بوعروج.

خ ر الجزاء.وف  الأخ ر أقول ل   جم اا بارك الل ف ك  وادعوا الل عز وج  أن يجازي     
 .سهحا ك الل   وبحم ك  ش   أن ل إل  إل أ ت  سن  رك و نوب إل ك
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General Introduction 

 
 

0.1 Introduction  

 

In these last years, a growing interest has been shown in robotics. In fact, several 

industries (automotive, medical, manufacturing, space, . . . ), require robots to replace human 

in dangerous, boring or onerous situations. For example we cannot replace welding robot by 

human in repetitive jobs that are boring, stressful, or labor intensive for humans. Also 

cleaning the main circulating pump in the nuclear power plant which this task is dangerous 

for human. Some important task need aerial robot or unmanned aerial vehicle, as wildfire 

mapping, agriculture monitoring, oil and gas exploration, …etc. for those importance we are 

interest in this thesis by two type of robot the first Quadcopter which is kind of unmanned 

aerial vehicle. The second PUMA560 manipulator robot. Basic knowledge for robotics design 

are; dynamics modeling, sensors, actuators, microcontroller, microprocessor and programing 

language.     

The advance in technology the use of the control theory more important, for that great 

research progress in control theory during last decades.  Lot of approach and strategies 

proposed by researchers in most simple controller (PID) to most complex controller theory. 

The PID controller is simplest and oldest control theory and the most widely used controller 

in process control until today. A PID is widely used in control of linear or nonlinear systems. 

The PID it is an important’ part in every engineering control tools.   

The most popular of Unmanned Arial Vehicles is the quadrotor. Because of its ability 

to perform agile manoeuvres, take-off , land vertically, and hover. However, it is difficult to 

model [1][2] complex and suitable quadrotor control systems. Many control methods, such as 

fractional sliding mode [3], backstepping [4], nonlinear proportional-integral-derivative (PID) 

[5], sliding model controllers [6], and fuzzy PID [7], have been studied. The simplest control 

method among these is the PID controller [8] because of its low program complexity, low 

processing speed, and small program size, occupying little memory. Therefore, the PID can 

be implemented in a low-cost microcontroller. 

In PID control design, the parameters of the controllers are tuned manually or by using 

the tuning rules found in the linear control-based literature, such as Zieglar-Nichols (Z-N) 

tuning [9][10]. Unfortunately, the manual tuning method has limitations of being time 
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consuming and very tedious. While the conventional Z-N method has been very useful and 

helpful in our research in terms of practicality, it is criticized by many other researchers.   

After developing a quadrotor, we were met with the problem of how to choose PID 

gains in order for our quadrotor to achieve stability. The fastest method with the least required 

effort to experimentally select the appropriate PID gains was the Z-N tuning. Within a few 

minutes of implementation we could obtain the PID gain values required to stabilize the 

quadrotor. With respect to time and effort.  

Many research show design and control strategies, in [11,12] full design and 

implementation of  PID control system for a Quadcopter. Another design with experimental 

studies for switching model predictive control of a Quadcopter in [2]. In [8] present a control 

approach to obtain the better stabilization in attitude and altitude of quad-rotor using PID 

under different disturbance conditions. In [13] an adaptive PID controller is proposed for 

fault-tolerant control of a quadrotor helicopter system in the presence of actuator faults. In 

[14] presents a survey on publicly available open-source projects (OSPs) on quadrotor 

unmanned aerial vehicles (UAVs) and is based also on PID controllers. In [15] presents 

modeling, simulation and implementation of quadcopter, this work also based on PID 

controllers. From we notice no one present use of ZN for altitude and attitude PID parameters 

determination. 

However, regarding robustness, overshoot, steady-state error, and rise time, the Z-N 

method falls short of the necessary standards. To overcome this, we instead employed a 

modern heuristics approach [16][17][18][19], specifically particle swarm optimization (PSO) 

with the constriction coefficient method unlike in[20] they use the basic PSO. PSO used to 

determine the optimal PID gains for attitude stabilization of the quadrotor experimentally 

counterpart in [20] they applied for position control and is very clear the optimization of the 

attitude stabilisation has more priority than position control optimization for quadrotor. This 

stands in contrast with many other research efforts whose results come only from simulations 

[21][22][23].  

The second robotic system treated in this thesis, which is robot manipulator [24]. The 

control based on fuzzy logic have become [25][26] an appealing alternative solution for the 

control of robots manipulators as it does not require the knowledge of the dynamic model of 

the latter. In addition, as the mathematical model of robot arms depends on the mechanical 

parameters - subject to lifetime modifications (friction factors affected by the abuse of joints 

[24]), these considerations also give advantage to fuzzy control methods over other nonlinear 

control methods as a result of their robustness towards perturbations affecting the system and 

uncertainties of dynamic parameters. However, such fuzzy control [26] methods require 

appropriate tuning in order to work properly, particle swarm optimization [27] [28] [29] was 
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selected to optimize fuzzy PD controller [30]. In this context, two strategies can be adopted: i) 

either to tune the gains of the controller or to tune the structural parameters of the controllers.  

In the last section, we propose a proportional derivative (PD) fuzzy controller [30] 

design for a three degree of free doom (3DOF) PUMA560 robot manipulator. We conduct a 

comparative study to access the performance of the PD fuzzy controller by optimizing [28] 

[29] its gain [31][32] and its structural parameters[33][34] separately, the optimization will 

done offline, it mean after PSO find the optimized gains and parameters will put them into 

fuzzy PD controller ; thus leading to two distinct optimized fuzzy controllers. As far as the 

authors are aware, such comparative study has not been carried out.  The two controllers are 

applied to control a 3DOF PUMA560 robot manipulator. The Particle Swarm Optimization 

(PSO) was selected as the optimization method. Additionally, a comparative study in terms 

integral of squared error (ISE) between the two proposed controllers is carried out.  

 

0.2 Contribution and thesis organization  

Our main contributions focused in this thesis are: 

 Realization customs quadcopter its autopilot based on Arduino Due and Teensy 3.2. 

 Experimental PID identification using ZN for altitude and attitude stabilization of a 

quadcopter. 

 Optimization of the obtained PID parameters using Particle Swarm Optimization with 

experiment validation. 

 Parametric and structural optimization of fuzzy controller using Particle Swarm 

Optimization for PUMA560 manipulator robot control. 

The thesis divided by four chapters: 

The first chapter, present dynamic modeling of Quadcopter. The second chapter has 

PUMA560 manipulator robot modeling. The third chapter has a Quadcopter and its main 

hardware used in our prototyping. The fourth chapter presents application Ziegler-Nichols pid 

parameters tuning for stabilization of a Quadcopter with optimization of the obtained 

parameters using Particle Swarm Optimization. The fifth chapter presents comparison study 

between, Parametric and structural Optimization of fuzzy controller with PUMA560 

manipulator robot. 

In the last, general conclusion summarizes the main obtained results and future 

research can obtained using this thesis. 



 

 

 

 

 

Chapter 1 
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Dynamic modeling of a Quadcopter  

 

1.1 INTRODUCTION 

The most famous of Unmanned Arial Vehicles is the quadcopter. Because of its ability to 

perform agile maneuvers, take-off and land vertically, and hover, it is an ideal choice for search 

and surveillance, rescue, monitoring, military, and agriculture applications in both outdoor and 

indoor environments. 

In this chapter, provide identification, design, and dynamic model of a Quadcopter. These 

tools are very important because it describes how the Quadcopter fly according to its 

orientations and positions in space. These tools help to define and predict the orientations and 

positions reached by the Quadcopter by using just the four motor speeds. Two customs 

quadcopter prototyping will present the first one its flight controller use Arduino Due and the 

second use Teensy 3.2 development board.  

1.2 THE QUADCOPTER MODEL  

First, confirm that A quadrotor has four propellers mounted on the end of two 

perpendicular arms and is actuated by four brushless DC motors. A basic configuration of a 

quadrotor [35][44] is shown in Figure 1.1. 

Each rotor pair of the same arm rotates in the same direction; one pair rotates clockwise, 

while the other rotates counter clockwise. The quadrotor moves by adjusting the angular velocity 

of each rotor.  We used the literature to get dynamical model of a quadrotor same in [1][11][44] 

[45]. 

To represent dynamic model we use Euler-Lagrage equations of motion. The generalized 

coordinates of Quadcopter are: 

6),( Rq T                                                                                 (1.1) 

    33 ,,,,, RRzyx
TT
                                          (1.2) 
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Where  ,  represent the position and orientation of Quadcopter in the inertial fixed frame 

respectively. 

The translational and rotational kinetic energy of a quadcopter are: 
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22
zyx
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T T
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                                                  (1.3)
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Where transformation matrix from inertial fixed frame to the inertial body frame is: 
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Then                              1

 W
                                                                                   (1.8)

 

The potential energy of quadcopter consists of the gravitational potential energy which as: 

mgzU                                                                                            (1.9) 

The Lagrangian function defined as: 

  mgzIzyx
m

UTTL T

rottrans 
2

1
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222

              (1.10)
 

Satisfies the Euler Lagrange equation: 

F
q

L

q

L

dt

d




















                                                                        (1.11)

 

Where F represents the forces and torques applied to quadcopter 

After simplification calculations, we can obtain the following standards formulation: 
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      FqGqqqCqqM   ,                                                      (1.12) 

Where  

66)( RqM is the symmetric positive definite inertia matrix. 

66),( RqqC  is the matrix of centrifugal and Coriolis forces. 

6)( RqG  is the gravity force vector. Moreover, the matrices M and C verify the passivity 

property necessary PCM 2 ,Where P denotes an antisymmetric matrix. 

The full dynamics model of a quadcopter by using Euler-Lagrange’s equations is: 
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RFf                                                                                                    (1.14) 

Where (2.14) is the translational force (thrust),  represents the yaw, pitch and roll 

moments. 
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Since no cross terms combining  ,  in (2.13) can be partitioned into dynamics separate. 

The first is for translation motions are: 
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Finally, we obtain 
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For rotational motions, we have 
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We get  
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We get transitional and rotational motions represent in this formulation: 
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       ,CJ                                                                              (1.28) 

Note that rotational motions we can be written in general form as 
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Where 

      cscccIsccscIssIb zzyyxx
  22222

1                   (1.34)
 

    22

2 scscIcsccIb zzyy
 

                                                         (1.35)
 

  sIb xx
3                                                                                                          (1.36) 

 

Differentiating 



 IT  we obtain: 
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  csIb xx
 3                                                                                                 (1.39)

 

On the other hand, we have: 
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 321 hhhIT 





                                                                 (1.41)

 

Where 

01 h                                                                                              (1.42) 

      cssccsIscscssIcscIh zzyyxx
  22222

2 (1.43)
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The Euler-Lagrange equation for torques is: first no conservative torques from the action 

of the thrust and second from the gyroscopic effect resulting from the propellers rotations:  
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After mathematical simplification (2.27) and (2.45) we can represent the model same in 

[1][11][44][45] : 
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1.3 Dynamic model used for attitude stabilization 

The two gyroscopic effects in dynamic model (1.46). Their influence in our case less 

important than the motor’s action. Especially if we consider in hovering stabilization. In order to 

simplify of design PID controllers for our quadcopter, we can neglect these gyroscopic effects 

and thus remove the cross coupling [1][11][44][45]. The model (1.46) for attitude stabilization 

will be as in (1.47) and for altitude stabilization as in (1.48): 
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   52sin,52cos,4,3,2,1, 21

22  lllliCCf iDmiiTi 
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Figure 1.1  A basic configuration of a quadcopter. 

 

Where fi are the thrust forces generated by four motors, l is the length of the quad-rotor 

arm, and   ,,  are the generated torques of roll and pitch and yaw plans.  4321 ,,, mmmm   Are 

induced moments from there propeller rotation [35], inertial of quadcopter are Ix, Iy and Iz 

calculated by SOLIDWORKS, the thrust and drag coefficients data I found them in this technical 

data on this website [46] see Table 1.1. 

Table 1.1, Quadrotor parameters 

0.49Kg Mass 8.5*10
-7 Calculated Thrust 

Coefficient 

0.00102 Kg*m
2
 Ix 8.8*10

-7 
Thrust Coefficient CT 

0.00059 Kg*m
2
 Iy 11.3*10

-8 
Drag Coefficient CD 

0.00138 Kg*m
2 

Iz 
0.127 

meter 
l 

 

Table 1.2 some experiment results for thrust calculation 

 

 

 

 

 

The dynamic thrust of the motor-driven propeller was identified experimentally as 

described in references [2] [47] also the thrust coefficient calculated in same experiment is 

approximate to thrust coefficient in [46] see Table 1.1. The frequency response of the propeller 

Duty (ms) RPM(Rou

nd Per 

Minute) 

Motor 

speed 

(rad/s) 

Weight 

(kg) 

Thrust (N)= 

Weight*gravity 

Thrust coefficient= 

Thrust/(Motor speed2) 

1410 11225 1175.48 0.125 1.23 8.12 *10
-7

 

1900 20730 2170.84 0.39 3.83 8.87*10
-7 

    Average= 8.5*10
-7
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(GemFan 5030) speed with respect to the duty ratio of the motor speed controller (see Table 1.2) 

showed that dynamic thrust and duty ratio could be modelled as a first-order transfer function[47] 

configuration for this experiment showed in Figure 1.4. 

Our platform was based on a 250 mm (QAV250) fiberglass frame similar to experiment in 

this work [12]. A homemade software, and the electronic components included an Arduino Due, 

an IMU, and an electronic speed controller. The real photo of quadrotor in Figure 1.2. The front 

adds part because Arduino Duo is long and the black thing below it is just polyester to reduce 

noise affect on Ultrasonic sensor. Since the software was mostly custom-developed, it could 

easily interface with any additional sensors and modify the control laws of the PID control 

strategy [22] for attitude stabilization in Figure 1.3. 

 

 

Figure 1.2 The realized quadcopter. 
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Figure 1.3 PID control strategy for attitude stabilization [22]. 

θd :is the desired roll Angle. φd: is the desired pitch Angle. Ψd:is the desired yaw angle. 

 

Table 2.3  Experimental thrust calculation 

 

 

 

 

Note: the thrust in Table 1.2 calculated using balance in grams multiplied by gravity. This 

is clear that is approximately similar to thrust calculated by fi in (1.47) based on angulare 

velocity shown in Table 1.3 by Rate (Rad/s). Optical RPM give real round per minute. 

Rate(rad/s)= RPM*2π/60. 

T(N)=CT*Rate
2
  

 

 

Duty Cycle ms 1178.00 1214.00 1272.00 1333.00 1381.00 1410.00 1473.00 1512.86 1518.10 1556.13 1583.25 1612.83 1660.00 1900.00

RPM 3000.00 4300.00 6330.00 8535.00 10260.00 11225.00 13590.00 14944.29 15210.00 16533.75 17490.00 18695.00 20211.00 20730.00

rate Rad/s 314.16 450.29 662.88 893.78 1074.42 1175.48 1256.64 1564.96 1644.10 1731.41 1831.55 1957.74 2116.49 2170.84

T(N) 0.0869 0.1784 0.3867 0.7030 1.0159 1.2159 1.3896 1.4700 1.6224 1.7993 2.0135 2.3005 2.6887 2.8286
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Figure 1.4 Hardware configuration for thrust calculation. 

1. Optical RPM meter, 2. Balancer in grams, 3. Wattmetter, 4. To control motor. 

 

1.4 Dynamic model used for altitude stabilization 

Our platform is the same which used for attitude stabilization in [38][48] but in this work 

for altitude stabilisation will use Teensy 3.2 as autopilot of our prototype[49]. A homemade 

program, and the electronic components involved an Teensy 3.2 [50] see Figure 1.6, an Inertial 

Measurement Unit(IMU), and PX4FLOW Smart Camera[51] see Figure 1.7. Reason of using this 

Smart camera for its good ultrasonic sensor and its sampling time is 0.01second. The real picture 

of quadcopter in Figure 1.5. Since the code of program was mostly self-developed, it could 

interface with any optional sensors and changing the control strategies for the studied case. We 

also based on some ready library of FreeIMU [52] [53] and this project[54]. 
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                                                                    (1.48) 
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Figure 1.5 The realized quadcopter based on Teensy. 

 

 

Figure 1.6 Teensy development board 3.2. 
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Figure 1.7 PX4FLOW Smart Camera. 

 

1.5 CONCLUSION  

In This chapter we present dynamic model of a Quadcopter. Also the basics knowledge of 

modelling the quadcopter as Euler-Lagragian equation presented to get dynamics equation of a 

quadcopter which will be used in simulation section.   Provide experiment identification for 

quadcopter dynamics parameters. The obtained dynamics model using Euler-Lagrange equation 

in our case was simplified to use it with PID controllers by neglect gyroscopic torque effect and 

the cross coupling. We provide some pictures for the two realized quadcopter the first its flight 

controller based on Arduino Due and the second based on Teensy 3.2. We have used in the first 

Arduino Due because wide library used and more practitioner. After get good skills and more 

understand about flight controllers we have improve the prototype by using Teensy 3.2 

development board. Teensy 3.2 development board is less size and weight ten times less than 

Arduine Due and faster program execution.The obtained models will used in simulation for 

design PID controllers for quadcopter stabilization.  

 

 



 

 

 

 

 

Chapter 2 
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Modeling rigid manipulator robot 

 

 

2.1 Introduction 

The control and simulation of robots requires the development of different 

mathematical models. Several levels of modeling –geometric, kinematic and dynamic- are 

needed depending on the objectives, the constraints of the task and the desired performance. 

Obtaining these models is not an easy task. The difficulty varies according to the 

complexity of the kinematics of the mechanical structure and its degrees of freedom. For that 

we take the dynamic model of PUMA560 from [24].  

This chapter shows some mathematical tools witch using for modeling robot, the aim 

of modeling to simplifies and estimates the values of the geometric and dynamic parameters 

of the robot. Besides to find a control law on robot controller with reduced number of 

operations. 

 

2.2 PUMA 560 robot Dynamics:  

The dynamic model used for PUMA560 it is [24]: 

 

                         )(]).[(].).[().( 2 qGqqCqqqBqqM                                       (2.1) 

Where, 

)(qB : nxn(n-1)/2 matrix of Coriolis torques 

)(qC : nxn matrix of Centrifugal torques 

][ qq  : n(n-1)/2x1 vector of joint velocity products given by:      

          T

nnnnn qqqqqqqqqqqqqq ].,.,...,.,.,.,...,.,.[ 12423213121


  

][ 2q : nx1 vector given by: ],....,,[
22

2

2

1 nqqq   

 

The  position  of  zero  joint  angles  and  coordinate  frame  attachments  to  the  

PUMA  arm  are  shown  in  Figure 2.1  above.  The  modified  Denavit-Hartenberg  

parameters,  assigned  according  to  the  method  presented  in  [26] are  listed  in  Table 2.1. 
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i 
1i  

 reesdeg  

i  1ia  

 meters  

id  

 meters  

1 0 1q  0 0 

2 -90 2q  0 0.2435 

3 0 3q  0.4318 -0.0934 

4 90 4q  -0.0203 0.4331 

5 -90 5q  0 0 

6 90 6q  0 0 

Table 2.1 Modified  Denavit  - Hartenberg  Parameters[24] 

 

The  mass  of  links 2 through 6  of  the  PUMA  arm  are  reported  in  Table 2.2,  the 

mass of  link 1  in  not  included  because  that link was  not  removed  from  the base.  

Separately  measured  mass  and  inertia  terms  are  not  required  for  link  one  because that  

link rotates only  about  its  own  2  axis. 

 

Figure 2.1. The Puma 560 Robot [55] 

 

Link Mass 

Link2 17.40 

Link3 4.80 

  Link4* 0.82 

  Link5* 0.34 

  Link6* 0.09 

Link 3 with complete Wrist 6.04 

Detached Wirst 2.24 

                                                          Table 2.2 Link Mass[24] 
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The positions of the centers of gravity are reported in Table 2.3 the dimensions 

zyx randrr ,  refer  to  the  x,  y  and  z  coordinate of  the  center  of  gravity  in  the  

coordinate  frame  attached  to the  link. 

 

Link xr  yr  
zr  

Link 2 0.068 0.006 -0.016 

Link 3 0 -0.070 0.014 

Link 3 

With Wrist 
0 -0.143 0.014 

Link 4* 0 0 -0.019 

Link 5* 0 0 0 

Link 6* 0 0 0.032 

Wirst 0 0 -0.064 

Table 2.3 Centers of Gravity[24]. 

 

Link 
xxI  yyI  

zzI  motorI  

Link 1 - - 0.35 1.14  27.0  

Link 2  %3130.0    %5524.0    %3539.0    54.071.4   

Link 3 0.066 0.0125 0.086  09.083.0   

Link 3 

With Wrist 
 %4192.0   

 %50154.0 

 
 %4212.0   - 

Link 4* 3108.1   3108.1   3103.1    016.0200.0   

Link 5* 31030.0   31030.0   31040.0    014.0179.0   

Link 6* 31015.0   31015.0   31004.0    015.0193.0   

Table 2.4 Diagonal Terms of the Inertia Dynamics and Effective Motor Inertia. [24] 

 

 Joint 1 Joint 2 Joint 3 Joint 4 Joint 5 Joint 6 

Gear Ration 62.61 107.36 53.69 76.01 71.91 76.73 

Maximum Torque(N-m) 97.6 180.4 89.4 24.2 20.1 21.3 

Break Away Torque (N-m) 6.3 5.5 2.6 1.3 1.0 1.2 

                               Table 2.5 Motor  and  Drive Parameter[24] 
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2.3 Using PUMA Robot as 3-DOF Robot: 

Recall that only three links of PUMA robot are used in this thesis, 0654  qqq . 

The configuration space equation same in (2.1), 

 

With, 

Matrix A is a symmetric 6x6 matrix: 
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Where, 

 23.23.2.23.23.2.23.2..2

23.2.23.23.2.

221615125

211110731111

SCISCISSICCISCI

SSISCISCISSICCIIIa m





                        (2.3)

 

23.23.2.23.2. 181398412 CISICICISIa 
                                                      (2.4)

 

23.23.23. 1813813 CISICIa 
                                                                               (2.5)

 

 3.2.3..2 161512562222 SIICISIIIIa m 
                                              (2.6)

 

1516126523 .23.3.3. ISICIISIa 
                                                                    (2.7)

 

156333 .2 IIIa m 
                                                                                                 (2.8)

 

171535 IIa 
                                                                                                             (2.9)

 

14444 IIa m 
                                                                                                         (2.10)

 

02346  Ia
                                                                                                            (2.11)

 

17555 IIa m 
                                                                                                          (2.12)

 

23666 IIa m 
                                                                                                          (3.13)

 

1221 aa  , 1331 aa   and 2332 aa   
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While matrix B is: 
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














000000000000000

00000000000000

000000000000

00000000000000

00000000000

00000000000

)(

514

415413412

314

235225223214

123115113112

b

bbb

b

bbbb

bbbb

qB      (2.14) 

Where, 

)2.21.()23.21.()]23.21.(

23.223.23.2.223.23.223.2..[2

111022

21161512753112

SSISSISSI

SCICISCISISCICISCIb





  (2.15)

 

  
)23.21.()]23.21.(

23.23.2.23.2.23.2.23.23.2..[2

1022

2116151275113

SSISSI

SCICCISCISCISCICCIb





 (2.16)

 

]23.23.2.23.23.[2 221615115 CCICCISCISCb 
                                           (2.17)

 

]23.23.23..[2 18138123 SICISIb 
                                                                     (2.18)

 

)5.01.(23..223.23. 201914214  SISISIb
                                                           (2.19)

 

]3.3.3..[2 16512223 CICISIb 
                                                                           (2.20)

 

]3..[2 2216225 ICIb 
                                                                                              (2.21)

 

]3..[2 2216235 ICIb 
                                                                                              (2.22)

 

23.23.)]5.01.(23..[2 191420314 SISISIb 
                                                         (2.23)

 

)]5.01.(23..223.23.[ 201914214412  SISISIbb
                                         (2.24)

 

23.23.)]5.01.(23..[2 191420314413 SISISIbb 
                                         (2.25)

 

23.23. 1720415 SISIb 
                                                                                         (2.26)

 

23.23. 1720415514 SISIbb 
                                                                              (2.27)

 

Matrix C is: 

                                  





























000000

0000

000000

0000

0000

0000

)(

5251

3231

2321

1312

cc

cc

cc

cc

qC                                        (2.28) 
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Where, 

23.23.2.23.2. 181398412 SICISISICIc 
                                                     (2.29)

 

23.23.23..5.0 1813812313 SICISIbc 
                                                           (2.30)

 

)2.21.(.5.0)23.21.(.5.0)23.21.(

23.223.23.2.223.23.223.2..5.0

111022

2116151275311221

SSISSISSI

SCICISCISISCICISCIbc





    (2.31)

 

3.3.3..5.0 1651222323 CICISIbc 
                                                                  (2.32)

 

)23.21.(.5.0)23.21.(

23.23.2.23.2.23.2.23.23.2..5.0

1022

211615127511331

SSISSI

SCICCISCISCISCICCIbc





(2.33)

 

3.3.3. 165122332 CICISIcc 
                                                                         (2.34)

 

23.23.2.23.23.5.0 22161511551 CCICCISCISCbc 
                                   (2.35)

 

221622552 3..5.0 ICIbc 
                                                                                 (2.36)

 

And matrix G is: 

                                                      





























0

0

0

)(

5

3

2

g

g

g

qg                                                        (2.37) 

23.23.2.23.2. 543212 SgCgSgSgCgg 
                                                    (2.38)

 

23.23.23. 5423 SgCgSgg 
                                                                              (2.39)

 

23.55 Sgg 
                                                                                                             (2.40)

 

 

Where, 

Si = sin(θi), Ci = cos(θi), Cij = cos(θi+ θj), Sijk = sin(θi +θj +θk),  

CCi = cos(θi).cos(θi) and  Csi = cos(θi).sin(θi) 

 

Tables 2.7 and 2.8 contain the computed values for the constants appearing in the 

equations of forces of motion, 
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Table 2.6 Inertiel Constants ( 2.mkg )[24] 

 

5.02.371 g  20.044.82 g  

50.002.13 g  025.0249.04 g

 

0056.00282.05 g

 

 

Table 2.7 Gravitational Constants (N.m) [1] 

 

The three degree of freedom PUMA robot has the same configuration space equation 

general form as its 6-DOF convenient. In this type, the last three joints are blocked so they 

keep their initial states while the robot is moving. Using the configuration equation of the 

robot, and by setting the last joints as zero always, we can define a general equation that 

allows us to use PUMA robot as a 3-DOF robot.  

 

05.043.11 I  07.075.12 I  

05.038.13 I  02.069.04 I  

031.0372.05 I  016.0333.06 I  

029.0298.07 I  014.0134.08 I  

012.00238.09 I  0022.00213.010 I  

0070.00142.011 I  0011.0011.012 I  

0009.000379.013 I  000070.000164.014 I  

0003.000125.015 I  0003.000124.016 I  

0003.0000642.017 I  00013.0000431.018 I  

0014.00003.019 I  0008.0000202.020 I  

0006.00001.021 I  000015.0000058.022 I

 

00002.000004.023 I  27.014.11 mI  

54.071.42 mI  093.0827.03 mI  

016.02.04 mI  014.0179.05 mI  

016.0193.06 mI   
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However, the 3-DOF PUMA will have the same kinematics of its 6-DOF convenient 

with 54 ,qq and 6q set to zero. 

For the configuration space equation of the robot in (2.1), 

We set 0654  qqq , this yields: 

 

 Tqqqq 0...0...0......... 321
  ,                                                                                   (2.41) 

 

   Tqqqqqqqq 0...0...0...0...0...0...0...0...0......0...0...0...... 323121
   ,                         (2.42) 

 

   Tqqqq 0...0...0.........
2

3

2

2

2

1

2   ,                                                                              (2.43) 

 

 TqqbqqbqqbqqbqqbqqbqqqB 0...0........0..........).( 314132141232223321233111321112
 

  (2.44)
 

And 

 TqcqcqcqcqcqcqcqcqqC 0........0...............).(
2

252

2

151

2

232

2

131

2

323

2

121

2

313

2

212

2  
(2.45)

 

 

The angular acceleration is found as to be: 

  )().().().( 21 qgqqCqqqBqAq   
                                                             (2.46) 

 

Now let    )().().( 2 qgqqCqqqBI   IqAq ).(1                                  (2.47) 

 

   2

313

2

21232123311132111211 ..... qcqcqqbqqbqqbI  
                                (2.48)

 

    2

2

323

2

1213222322 ... gqcqcqqbI  
                                                          (2.49)

 

  3

2

232

2

13133 .. gqcqcI  
                                                                               (2.50)

 

 314132141244 .. qqbqqbI  
                                                                               (2.51)

 

  5

2

252

2

15155 .. gqcqcI  
                                                                               (2.52)

 

66 I
                                                                                                                     (2.53)
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These equations tell us that in order to ensure that 54 ,qq  and 6q keep their zero values, it 

is better to set 0654  III ; so by holding the control torques of the last three joints as  

 31413214124 .. qqbqqb  
                                                                                    (2.54)

 

  5

2

252

2

1515 .. gqcqc                                                                                      (2.55) 

And 06  , the last three joints are blocked at their initial states. 

  

2.4 Conclusion  

In this chapter we give some background mathematical to modeling robot we talking 

about geometric description and dynamic modeling and about modifications to get 3DOF. 

The dynamic model description for PUMA560 robot was presented, after we explain 

how can we using PUMA560 as 3DOF robot, the control for it will presented later which is 

optimized fuzzy logic controller.              



 

  

 

 

 

Chapter 3 
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A Quadcopter hardware description  

 

3.1 INTRODUCTION 

In this chapter, the_main quadcopter’s component parts are presented. They are 

fundamental to identify the quadcopter’s attitude_and its height from_the_ground. 

Every_quadcopter_ requires, at minimum, the following_components: a_frame, motors 

with_propellers, motor_speed-controllers, a battery, a-radio-receiver, a flight controller, and an 

attitude-sensor. This chapter will discuss the function-of each-component and general hardware 

connection between the electronic components. The real photo of the quadcopter shows in Figure 

3.13 and Figure 3.14. 

3.2 Flight controller  

Flight controller is the brain of a quadcopter and it performs the necessary operations to 

keep the quadcopter stable and controllable. For that we used Teensy development board and 

Arduino due showed in Figure 3.1 and Figure 3.2. 

Teensy v3.2 development board [65]:based on the 32 bit ARM Cortex-M4 72 MHz CPU .The 

Teensy is a breadboard-friendly development board with loads of features in a, well, teensy 

package. Each Teensy 3.2 comes pre-flashed with a bootloader so you can program it using the 

on-board USB connection: No external programmer needed! You can program for the Teensy in 

your favorite program editor using C or you can install the Teensyduino add-on for the Arduino 

IDE and write Arduino sketches for Teensy. 

 

Figure 3.1: Teensy Development board[65]. 

 

Arduino due: The Arduino Due is a microcontroller board based on the Atmel SAM3X8E ARM 

Cortex-M3 CPU. It is the first Arduino board based on a 32-bit ARM core microcontroller[66]. 

http://www.atmel.com/Images/Atmel-11057-32-bit-Cortex-M3-Microcontroller-SAM3X-SAM3A_Datasheet.pdf
http://www.atmel.com/Images/Atmel-11057-32-bit-Cortex-M3-Microcontroller-SAM3X-SAM3A_Datasheet.pdf
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Figure 3.2: Arduino due[66]. 

3.3 Inertial Measurement Unit 

iMU is the acronym of Inertial Measurement Unit, which is sensor capable of measuring 

the orientation of a body in 3D space[67]. For our project we used GY-86 see Figure 3.3. 

GY-86 Description: 

Small based on the sensor board of Invensense MPU-6050 (3-axis accelerometer and 3-

axis gyroscope), digital 3-axis compass HMC5883L Honeywell and the pressure sensor MS56. 

. 

Figure 3.3 :GY-86 IMU[67]. 

The InvenSense MPU-6050 sensor contains a MEMS accelerometer and a MEMS gyro in 

a single chip. It is very accurate, as it contains 16-bits analog to digital conversion hardware for 

each channel. Therefor it captures the x, y, and z channel at the same time. The sensor uses 

the I2C-bus to interface with the Arduino[68]. 

The Honeywell HMC5883L is a surface-mount, multi-chip module designed for low-

field magnetic sensing with a digital interface for applications such as lowcost compassing and 

magnetometry[69]. 
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The MS5611-01BA[70] is a new generation of high resolution altimeter sensors from 

MEAS Switzerland with SPI and I2C bus interface. This barometric pressure sensor is optimized 

for altimeters and variometers with an altitude resolution of 10 cm. 

3.4 Speed Controllers  

Every motor needs an individual electronic speed controller see Figure 3.4. These speed 

controllers accept commands in the form of Pulse Width Modulation signals and output the 

appropriate motor speed accordingly[71]. 

 

Figure 3.4 Electronic Speed Controller (ESC)[71]. 

3.5  Motors and Propellers 

The motors spin the propellers to provide the quadcopter with lifting thrust. Quadcopters 

almost exclusively use brushless DC motors see Figure 3.5. For our project we used The DYS 

BE1806-2300kv Brushless Multirotor Motor and propeller reference is GemFan 5030 see Figure 

3.6. 

The DYS BE1806-13 (Figure 3.5) multirotor motor is ideal for small to medium sized 

multirotors and comes complete with mounting bolts, a prop adapter and 150mm power leads 

with 2mm bullet connectors[71]. 
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Figure 3.5 brushless DC motors (DYS BE1806-2300)[71]. 

GemFan Propellers see Figure 3.6 have set the gold standard in the small class Multirotor 

community[72]. Known for their durability, great balancing and superb hub centering and 

expendable price. They come packaged as a set of 2, with one CW rotation and one CCW 

rotation. There is a wide range of color options that can be mixed and matched to help with 

multirotor orientation. This is the perfect upgrade for any small multirotor. 

 

 

Figure 3.6: GemFan Propellers[72]. 
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3.6 Data acquisition device 

Data acquisition systems are used by most engineers and scientists for laboratory 

research, industrial control, test and measurement to input and output data to and from a 

computer. In our work the HC-05 Bluetooth device (see Figure 3.7) used for data acquisition. It is 

a great solution for wireless communication.       

 

Figure 3.7: HC-05 Bluetooth device[73]. 

2.7 Radio Receiver 

The radio receiver (Rx) receives radio signals from an RC transmitter and converts them 

into control signals for each control channel (throttle, yaw, roll & pitch). Modern RC receivers 

operate on a 2.4 GHz radio frequency, while older Rx units often used 72 MHz frequencies. Rx 

units may have as few as 4 channels, but many have more channels for additional control options. 

We selected a Turnigy 6 Channel Receiver for this project, seen in Figure 3.8[74]. 

 

Figure 3.8: Radio Receiver[74]. 
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3.8 Lipo battery 

The battery provides electrical power to the motors and all electronic components of the 

quadcopter. Lithium Polymer (LiPo) batteries are used almost exclusively, because they have 

high specific energy. For this project, we selected Turnigy 2200mAh batteries, seen in Figure 3.9. 

 

Figure 3.9 Turnigy 2200mAh battery[74].  

Turnigy batteries are known the world over for performance, reliability and price. It’s no surprise 

to us that Turnigy Lipoly packs are the go-to pack for those in the know. Turnigy batteries deliver 

the full rated capacity at a price everyone can afford[74].   

3.9 UBEC power 

Power receiver and servos with UBEC power. The all new Turnigy 4A UBEC “Universal 

Battery Elimination Circuit” is an advanced switching DC-DC regulator which will supply a 

constant 5A or more with short bursts of up to 4amps. The Turnigy UBEC plugs into a 3 -10 Cell 

Lipoly pack and supplies a constant 5 or 6v to your receiver. The system include an anti-short 

circuit and overheat function with a thin metal shield cover, reducing noise Also included is an 

Output filter to reduce noise, an on/off switch and a step down regulator adapter see Figure 

3.10[75]. 
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Figure 3.10: Universal Battery Elimination Circuit(UBEC)[75]. 

3.10 Quadcopter frame 

Quadcopter Frame The frame of the quadcopter provides the physical structure. It joins 

the motors to the rest of the quadcopter and houses all of the other components. The frame must 

be suitable to allow all four propellers to spin without collision, but must not be too large and 

therefore too heavy for the motors. For our quadcopter we chose a HobbyKing™ Totem Q250 

Quadcopter Kit frame as seen in Figure 3.11, which measures at 250mm across opposite 

motors[76]. 

 

Figure 3.11: a HobbyKing™ Totem Q250 frame[76]. 
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3.11 Hardware diagram 

There are three main electronic units in our Quadcopter system. The Microcontroller 

Unit (MCU) for the implementation of controller, the Electronic Speed Controllers  

(ESCs) for the speed control of the brushless DC motors and finally the Inertial 

Measurement Unit (IMU) for providing the orientation data for state estimation. The 

selection and functionality of MCU and ESCs and their operation is described in this 

chapter. Figure 3.12 depicts the basic inter-connects between different electronic hardware 

modules. 

 

Figure 3.12: hardware diagram of interconnection between electronics parts. 
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Figure 3.13: The realized quadcopter insight view. 

 

Figure 3.14: Top view of the realized quadcopter. 
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3.12 CONCLUSION 

The purpose of this chapter was to outline the development of the hardware that makes up 

the autopilot system. The chapter began with an explanation of the choice of airframe, batteries, 

actuators, sensors, communication links and propulsion system. The diagram of wire connection 

between all components parts also presented. The next chapter will present discussion about 

stabilization of a quadcopter based on the developed hardware. 
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Tuning PID Controllers for Stabilization of a 

Quadcopter 
 

4.1 INTRODUCTION  

In PID control design, the parameters of the controllers are tuned manually or by using the 

tuning rules found in the linear control-based literature, such as Zieglar-Nichols (Z-N) tuning 

[9][10]. Unfortunately, the manual tuning method has limitations of being time consuming and 

very tedious. While the conventional Z-N method has been very useful and helpful in our research 

in terms of practicality.   

In this chapter we give brief review of the conventional Z-N method. Present experimental 

results produced from the using ZN in both attitude and altitude stabilisation of a Quadcopter. 

Present strategy of the using PSO for PID controllers gains optimization for quadcopter 

stabilisation. Provide simulations and experimental results for quadcopter stabilization. 

4.2 TUNING THE PID CONTROLLER USING THE ZIEGLER-NICHOLS METHOD  

The Ziegler and Nichols proposed rules [9][10] for determining the values of proportional 

gain Kp, integral time Ki, and derivative time Kd. The determination of such parameters of PID 

controllers or tuning of PID controllers can be achieved on-site using experiments involving the 

quadrotor. There are two methods within the Z-N tuning approach. The first method of Z-N tuning 

is based on the open-loop step response of the system. 

The second method of Z-N tuning, used in this work, is a closed-loop tuning method that 

requires finding the ultimate gain and period. This can be achieved by adjusting the controller gain 

(Kc) until the system undergoes sustained oscillations (at the ultimate gain or critical gain), while 

maintaining the integral time constant (Ti) at infinity and the derivative time constant (Td) at zero. 

This work used the second method as shown in Table 4.1[9][10]. 
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Table 4.1, Ziegler-Nichols Tuning rule based on critical gain Kc and critical period Pc. 

Type of Controller Kp Ki Kd 

P 0.5×Kc ∞ 0 

PI 0.45×Kc 1/1.2×Pc 0 

PID 0.6×Kc 0.5×Pc 0.125×Pc 

 

After completing development of the quadrotor, we had to determine the PID parameters 

efficiently, and with little theoretical basis since initially, the quadrotor dynamics were not 

precisely determined. Therefore, the Z-N method was applied as the first step towards stabilizing 

the quadrotor because it enabled experiments to be used for real-time acquisition of responses that 

could be plotted to determine PID parameters. Our quadrotor was symmetric, so therefore we only 

applied this method to the pitch component of the PID controller.  

To verify the performance we used the integral of square error (ISE) as comparison criteria, 

defined as follows:     

    dtteISE 


0

2                                                                    (4.1) 

e= The desired angle –The actulle angle 

 

Therefore, for PSO-PID tuning, this criteria (4.1) was used as the objective function to seek 

a set of PID gains such that the control system met the minimum performance criteria.  

4.3 PID TUNING BY PARTICLE SWARM OPTIMIZATION 

There are a lot of heuristic optimization methods, and one of the most technical of these is 

PSO, first created by Kennedy and Eberhart in 1995 [18]. It is based on Swarm Intelligence 

methods, and aims to identify the optimal solution by imitating the movement of particles in a 

swarm similar to fish schooling or birds flocking. 

There are several algorithms used for PSO [16][17][18]. In this work, the integral of square 

error (ISE) and maximum overshoot of error were fitness functions (multi-objective 

functions)[56], and the constriction coefficient [18][36] method was selected because  method was 

selected because never used before with our case. The swarm is guaranteed to converge [18] and 

with simplest control of the convergence speed, whereby the speed in (4.2) and position in (4.3) of 

each particle changed according the following: 
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            txytxtytvXtv
ijjijijijij

 ˆ1
21
                                   (4.2) 

Where:     

 42

2






k
X  

With: 

 10,4,,,
22211121

 krcrc   

c1 and c2 are the acceleration coefficients, and r1 and r2 are random values in [0 1]. 

      11  tvtxtx
ijijij                                                                  (4.3) 

PSO was used to tune PID gains (Kp, Ki, and Kd) offline using the model given in equation 

(1.47). PSO first produced an initial swarm of particles in the search space. Each particle 

represented a solution for PID gains, where their values were set within the range of the produced 

Z-N gains. Fifteen and twenty were chosen as the number of particles within the swarm and 

iterations within the search, respectively. A good set of PID controller gains yielded a good system 

response, and resulted in minimization of the performance criteria in listed in equation (4.1). The 

general strategy of the optimization problems is represented in Figure 4.1. 

 

Figure 4.1 The general strategy of optimization 

Note: Overshoot= MAX(Actual Angle)-Desired Angle 

4.4 RESULTS AND DISCUSSION     

In this section we describe the simulation and experimental results for three sets of PID 

gains. The first PID gains were obtained using the Z-N method. The second PID gains were 
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obtained using PSO, for which the objective function was equal to sum of the integral square of 

error and maximum of overshoot. The third PID gains were also obtained using the PSO method, 

but the objective function was replaced with the Integral Square of Error function. 

4.4 1 Z-N PID tuning for attitude stabilization 

This First, we employed Z-N tuning experimentally to determine PID controllers gains for 

attitude stabilization. Then, we varied the Z-N gain (Kc) until an oscillation appeared in our 

experiment as shown in Figure 4.2. 

Figure 4.3 shows the pitch angle error when the Z-N gain was varied. Here, a decrease in 

error could be observed as Kc increased, until oscillation occurred. Based on the Z-N method, the 

critical gain is depicted in the black rectangular region in Figure 4.3 and its corresponding value is 

shown in Figure 4.2 (Kc= 40). A magnified rendition of the black rectangle shown in Figure 4.3 

was used to calculate the critical period (Pc=0.2 s), as shown in Figure 4.4.  

 

Figure 4.2 Critical gain (Kc) variation in real time. 

 

Figure 4.3 Pitch error angle when Kc was varied in real time. 
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Figure 4.4 Magnified black rectangle to calculate Critical Period Pc.in real time 

Using the second Z-N method in Table 4.1, we found that: 

Kc= 40 , Pc= 0.2 for PID rule : Kp=0.6×Kc=24; Ki=0.5×Pc=0.1; 

Kd=0.125×Pc=0.025. 

4.4.2    ZN PID for altitude stabilization  

Same application which done in previous section will apply for tuning PID controller 

using ZN for altitude stabilization of a quadcopter.  

Figure 4.6 presents the altitude error when the Z-N gain was changed. Here, a decrease in 

error could be observed as Kc increased, until oscillation come. Based on the Z-N procedure, the 

critical gain is in Figure 4.6 and its corresponding value is presented in Figure 4.5 (Kc= 1.6). 

Figure 4.7  presents the critical period (Pc=5 s). 

 

 

Figure 4.5 Critical gain (Kc) change in real 

time. 

 

 

Figure 4.6 Altitude error while Kc was changed 

in real time. 
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Figure 4.7 Critical Period Pc.in real time 

 

 

Figure 4.8Altitude control while ZN using. 

Using the second Z-N procedure in Table 4.1, we got that: 

Kc= 1.6 , Pc= 5 for PI rule : Kp=0.45×Kc=0.72; Ki=0.5×Pc=2.5; Kd=0. 

The calculated PID parameters found using the Z-N procedure, is summarized in Table 4.2.  

Table 4.2 Summary of PID parameters found by Z-N procedure 

 P I D 

Z-Ngains 0.72 2.5 0 

 

While ZN method in implementation also we record real time of altitude control see Figure 

4.8 is very clear that has same behaviour of Fig 4.6 which has the real time changing of altitude 

error. 

The PID parameters in Table 4.2, were validated experimentally, and the responses of the 

altitude error for PID Z-N, are presented in Figure 4.9, it is very clear the hovering error is 

between 1.5 to -1.5 centimetre.  
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Figure 4.9 Altitude error produced by the 

calculated PID. 

 

Figure 4.10 The PID control response. 

 

 

Figure 4.11 The generated controlled thrust. 

 

Figure 4.12 altitude error for one second. 

 

Figure 4.10 presents the produced PID control by using Figure 4.10, this response is output 

of PID block but the control after adding the necessary constant for weight balancing is 

represented in Figure 4.11 which is the generated thrust for each motors.    

The all previous presented figures are for 70 second but we choose to take snapshot for just 

one second to see our response system how work in real time. Figure 4.12 shows that our altitude 

errors are between -1.5 to 1.5 cm. the corresponding PID control presented in Figure 4.13. The 

PID control it must add amount which balance the weight of quadcopter its variation in Figure 

4.14. While duration on second also we record Roll and Pitch response which are related with 

attitude stabilization. We add them just to demonstrate the real time application. Figure 4.15 

shows the real time responses for Roll and Pitch angle error tracking is very clear while 

quadcopter flying that errors of the roll between -0.2 to 0.2 degrees and Pitch between -0.4 to 0.2 

degrees. Figure 4.16 shows the corresponding control for Figure 4.15. The actuators of quadcopter 
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have driver and motor and propeller this system need Pulse Width Modulation (PWM) or we can 

say to it duty cycle which descripted in millisecond then the generated control law by PID 

descripted for each motors presented in Figure 4.17. 

 

 

Figure 4.13 PID output for one second 

 

Figure 4.14 The generated thrust for each 

motor. 

 

Figure 4.15 Roll and Pitch errors tracking. 

 

Figure 4.16 Roll and Pitch controls. 

 

4.5 PSO - PID gains optimization  

We established intervals for the resulting PID gains achieved using the Z-N method, as 

shown in Table 4.3 the PSO method then searched for the optimal PID gains depending on the 

objective function. The search for the optimal PID was conducted offline, meaning that all 

calculations were performed via simulation, for which the determined gains were verified both 

using the simulation and experimentally. We used two different objective functions: the first was 

the sum of the maximum of the overshoot and the Integral Square of Error (ISE), and the second 

was just the Integral Square of Error. 
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Table 4.3 Limited PSO search interval based on Z-N derived gains 

 Z-N produced gains Chosen interval for PSO 

P 24 [13  30] 

I 0.1 [0.01  1.5] 

D 0.025 [0.01  1.5] 

The PSO needed to determine number of particles and iterative number in order to 

calculate the PID gains. In our case the number, of particles was set to 15 and the iterative number 

was set to 20. Figure 4.18 shows changes in the particles’ positions during the search for 

optimized PID gains according to the first objective function. The blue points represent the 

swarms, the black points represent the local best particles, and the red points represent the global 

best particles. 

 

Fig 4.17 control of each motor. 

 

Kp 

 

Ki 

 

Kd 

Figure 4.18 Change in particles’ position during the search for the optimal PID controller 

gains. 
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The calculated PID gains obtained using two objective functions and the Z-N method, are 

summarized in Table 4.4.  

Table 4.4 Summary of PID gains obtained by Z-N tuning and PSO 

 Objective function P I D 

Z-Ngains  24 0.1 0.025 

PSO1 Max(overshoot)+ ISE 28.5 0.0834 1.2 

PSO2 ISE 25.69 0.4345 0.4325 

 

The PID gains shown in Table 4.4, were tested in our simulation model, and the step 

responses for the pitch angles are shown in Figure 4.19. The comparative simulation results are 

given in Table 4.5, based on ISE, overshoot, and rise time. 

 

 

With Z-N gains 

 

With PSO1 

 

With PSO2 

Figure 4.19 Pitch angles step responses for the three PID gains in simulation. 

 

Table 4.5 Comparison of the Z-N and PSO gains for pitch angle stabilization. 

 Rise time(s) Overshoot(degree) ISE 

Z-N 0.11 0.29 0.087 

PSO1 0.132 0.0148 0.086 

PSO2 0.107 0.23 0.08 

 

The objective function of PSO2 was only the Integral Square of Error. From Table 4.5, it 

can be seen that the rise time was the same for PID Z-N and PSO2, given the existing overshoot, 

but with lower ISE in the latter. It is very clear that the rise time and overshoot in the PID Z-N 
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case was ameliorated by the PSO2. However, when we added the maximum of the overshoot as a 

second criterion to the objective function, it resulted in a lower overshoot, but with a smaller rise 

in ISE. 

The PID controllers in Tab 4.4, were tested experimentally, and the plots of the pitch error 

angle in steady-state for PID Z-N, PID PSO1, and PID PSO2 are shown in Figure 4.20, Figure 

4.22, and Figure 4.24, respectively. The pulse responses are shown in Figure 4.21, Figure 4.23, 

and Figure 4.25, respectively and the comparative results are listed in Table 4.6, based on ISE for 

steady-state and pulse response conditions.    

 

 

 

Figure 4.20 Pitch error angle in steady-

state for Z-N PID 

     Figure 4.21 Pitch error angle for Z-N 

PID 

 
 

Figure 4.22 Pitch error angle in steady-

state for PID PSO1 

   Figure 4.23 Pitch error angle for PID 

PSO1 
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Figure 4.24 Pitch error angle in steady-

state for PSO2 

   Figure 4.25 Pitch error angle for PSO2 

 

Table 4.6 Experimental comparative results for three optimized PID gains. 

 Rise time (s) Overshoot 

(degree) 

ISE_steady stat ISE_pulse 

Z-N 0.12 1.01 0.0433 65.506 

PSO1 0.18 0.25 0.0122 40.554 

PSO2 0.13 0.7 0.0107 45.87 

 

The simulation results of the Z-N tuned PID show that the pitch angle error response 

produced high ISE, high overshoot, and low rise time, but a better PID performance was obtained 

by applying PSO. Different objective functions provided different PID controller gains. In case 

when the overshoot was taken into consideration by the objective function, the pitch error 

response produced the lowest overshoot with a low ISE, but the highest rise time. In the case when 

the overshoot was not taken into consideration by the objective function, the response produced 

the lowest ISE with an existing overshoot. The experimental results in Table 4.6, and Figure 4.20 

through Figure 4.24 depict the corresponding simulation analyses. However, the Integral Square of 

Error of PSO1 was lower than PSO2 because the response of the latter had greater overshoot than 

PSO1. In actual tests, the Quadcopter is a noisy system and we cannot eliminate the gyroscopic 

torque and Coriolis-centripetal force that were neglected in the simulation results. For roll and the 

yaw motions, PID controllers were optimized using the same method presented in Figure 4.26, and 

demonstrated successful results and the error of three angles roll, pitch and yaw around 0.3 degree.   
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Figure 4.26 errors angles of the roll, pitch and yaw implemented together in experiment. 

4.6 CONCLUSION 

We provide experimental results of ZN method for PID controllers gains identifications 

for quadcopter stabilization. ZN tuning with fast way and least required effort to experimentally 

select the appropriate PID gains which stabilize our quadcopter in real time. To improve the 

performances is better use new recent optimization method, PSO selected for this reason. The 

second advantage of the Z-N method found in this study is that it produces PID gains that can be 

put into intervals, such that the PSO search within an interval by determining the sum of the 

Integral of Square Error and the maximum of the overshoot as a multi-objective function [19] or 

a fitness function. 

We provide results of optimized PID controllers for attitude stabilization of a Quadcopter 

using PSO by the constriction coefficient method was never used before for attitude control of a 

Quadcopter. The main advantage of optimization process that find the optimal solution with 

scientific method not as manual finding depending on the luck, and let the user of it more 

confidence with their results. The proposed method was tested both using a MATLAB simulation 

and experimentally. The simulation and experimental results were also compared with a 

conventional Z-N tuning PID controller and with two different objective functions that the PSO 

depends on to search the optimal PID controller gains. The efficiency of PSO was verified 

through simulation and experimental results in our case. 

 

   



 

 

 

 

 

Chapter 5 
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Fuzzy logic controller Optimization  
 

 

 

 

5.1 Introduction 

This chapter introduces the basic concepts, notation, and basic operations for the   

fuzzy sets that will be needed in the following chapters. Fuzzy sets as well as their operations 

will be discussed in this chapter. For this reason, in this chapter we will focus only on fuzzy 

logic. Since research on fuzzy set theory has been underway for over 30 years now, it is 

practically impossible to cover all aspects of current developments in this area. The main goal 

of this chapter is the optimization of a proportional derivative (PD) fuzzy controller using the 

particle swarm optimization (PSO) technique. More precisely, we conduct a comparative 

study to access the performance of the PD fuzzy controller by optimizing its gain and its 

structural parameters separately, the optimization will done offline; thus leading two distinct 

fuzzy controllers. The two controllers are applied to control a 3DOF PUMA560 robot 

manipulator. 

 

5.2 Fuzzy set theory  

Fuzzy logic was first proposed by Zadeh (1965) and is based on the concept of fuzzy 

sets[31]. Fuzzy set theory provides a means for representing uncertainty. In general, 

probability theory is the primary tool for analyzing uncertainty, and assumes that the 

uncertainty is a random process. However, not all uncertainty is random, and fuzzy set theory 

is used to model the kind of uncertainty associated with imprecision, vagueness and lack of 

information.  

Conventional set theory distinguishes between those elements that are members of a set and 

those that are not, there being very clear, or crisp boundaries. Figure 5.1 shows the crisp set 

'medium temperature'. Temperatures between 20 and 30'C lie within the crisp set, and have a 

membership value of one. 

The central concept of fuzzy set theory is that the membership function M, like 

probability theory, can have a value of between 0 and 1 [33] [57]. In Figure 5.2, the 

membership function has a linear relationship with the x-axis, called the universe of discourse 

U. This produces a triangular shaped fuzzy set. Fuzzy sets represented by symmetrical 

triangles are commonly used because they give good results and computation is simple. Other 

arrangements include non-symmetrical triangles, trapezoids, Gaussian and bell shaped curves 

[34] [58]. 
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Let the fuzzy set 'medium temperature' be called fuzzy set M. If an element u of the 

universe of discourse U lies within fuzzy set M, it will have a value of between 0 and 1. This 

is expressed mathematically as [18][59]: 

                                                    1,0uM                                                                        (5.1) 

When the universe of discourse is discrete and finite, fuzzy set M may be expressed as [11]: 

                                                 



n

i

iiM uuM
1

                                                                (5.2) 

In equation (5.2) '/' is delimiter. Hence the numerator of each term is the membership 

value in fuzzy set M associated with the element of the universe indicated in the denominator. 

When n=11, equation (5.2) can be written as: 

 

50/045/040/0

35/33.030/67.025/120/67.015/33.010/05/00/0



M
            (5.3) 
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Crisp set (medium temperature) [18][59]:. 
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 Fuzzy set 'medium temperature'[18][59]. 
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5.3 Basic fuzzy set operations 

 

Let A and B be two fuzzy sets within a universe of discourse U with membership 

functions A  and B  respectively. The following fuzzy set operations can be defined 

as[18][59]:: 

 

Equality: Two fuzzy sets A and B are equal if they have the same membership function within 

a universe of discourse U. 

 

                                   Uuallforuu BA                                                          (5.4) 

 

Union: The union of two fuzzy sets A and B corresponds to the Boolean OR function and is 

given by: 

 

                       Uuallforuuuu BABABA    ,max                       (5.5) 

 

Intersection: The intersection of two fuzzy sets A and B corresponds to the Boolean AND 

function and is given by: 

 

                     Uuallforuuu BABA   ,min                                           (5.6) 

 

Complement: The complement of fuzzy set A corresponds to the Boolean NOT function and 

is given by: 

 

                   Uuallforuu AA   1                                                              (5.7) 

 

Example 5.1[31] 

 

Find the union and intersection of fuzzy set low temperature L and medium 

temperature M shown in Figure 5.3. Find also the complement of fuzzy set M. using equation 

(5.2) the fuzzy sets for n=11 are: 
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50/040/035/33.0

30/67.025/120/67.015/33.010/05/00/0

50/035/030/0

25/33.020/67.015/110/67.05/33.00/0













M

L

                             (5.8) 

 

a - Union: Using equation (5.5) 

 

       

     

     

  50/0,0max

40/0,0max35/33.0,0max30/67.0,0max

25/1,33.0max20/67.0,67.0max15/33.0,1max

10/0,67.0max5/0,33.0max0/0,0max











uML

                               (5.9) 

 

 

50/040/035/33.0

30/67.025/120/67.015/110/67.05/33.00/0







uML           (5.10) 

 

b- Intersection: Using equation (5.6) and replacing 'max' by 'min' in equation (5.9) gives: 

 

 

50/030/0

25/33.020/67.015/33.010/05/00/0







uML                           (5.11)         

 

Equations (5.10) and (5.11) are shown in Figure 5. 4. 

 

c- Complement: Using equation (5.7): 

 

         

       

    50/0140/01

35/33.0130/67.0125/1120/67.01

15/33.0110/015/010/01









uM

                          (5.12) 
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5.4 Fuzzy relations 

An important aspect of fuzzy logic is the ability to relate sets with different universes 

of discourse. Consider the relationship [18][59]: 

 

                                         IF L THEN M                                                                 (5.13) 

 

In equation (5.13) L is known as the antecedent and M as the consequent. The relationship is 

denoted by: 

 

                                         MLA                                                                      (5.14) 

 

Or:      

         
         








kMjLMjL

kMLML

vuvu

vuvu
ML





,min,min

,min,min

1

111




                             (5.15) 

 

Where juu 1  and kvv 1  are the discretized universe of discourse. Consider the 

statement: 

 

                     
         
         








kMjLMjL

kMLML

vuvu

vuvu
ML





,min,min

,min,min

1

111




                                    (5.16) 

 

Then for the fuzzy sets L and M defined by equation (5.8), for U from 5 to 35 in steps of 5 

0      

 
L M 
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Function  

 

 

 

Universe of Discourse (Temperature (°C)) 

 'Union' and 'intersection' functions  
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     

     

      



















33.0,0min1,0min0,0min

33.0,67.0min1,67.0min0,67.0min

33.0,33.0min1,33.0min0,33.0min









ML                           (5.17) 

 

Which gives: 
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
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















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









0000000

0000000

33.033.033.033.033.000

33.067.067.067.033.000

33.067.0167.033.000

33.067.067.067.033.000

33.033.033.033.033.000

ML                                         (5.18) 

Several such statements would form a control strategy and would be linked by their union 

 

                      nAAAAA  321                                                                (5.19) 

 

5.5 Fuzzy logic control [31] 

The basic structure of a Fuzzy Logic Control (FLC) system is shown in Figure 5.6. 

Fuzzy logic controller (FLC) which used in this thesis is Mamdani. The main parts are: 

 

5.5.1 The fuzzification process 

Fuzzification is the process of mapping inputs to the FLC into fuzzy set membership 

values in the various input universes of discourse. Decisions need to be made regarding[31] 

[18][59]: 

(a) Number of inputs 

(b) Size of universes of discourse 

(c) Number and shape of fuzzy sets. 

A FLC that emulates a PD controller will be required to minimize the error e(t) and 

the rate of change of error de/dt, or ce. 

The size of the universes of discourse will depend upon the expected range (usually up to the 

saturation level) of the input variables. Assume for the system about to be considered that e 

has a range of ± 6 and ce a range of ± 1. 
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The number and shape of fuzzy sets in a particular universe of discourse is a trade- off 

between precision of control action and real-time computational complexity. In this example, 

seven triangular sets will be used. 

Each set is given a linguistic label to identify it, such as Positive Big (PB), Positive 

Medium (PM), Positive Small (PS), About Zero (Z), Negative Small (NS), Negative Medium 

(NM) and Negative Big (NB). The seven set fuzzy input windows for e and ce are shown in 

Figure 5.7. If at a particular instant, e(t)= 2.5 and de/dt =ce = -0.2, then, from Figure 5.7, the 

input fuzzy set membership values are: 

 

                                        

   

    3.06.0

4.07.0





cece

ee

zNS

PMPS





                                                       (5.20) 

 

5.5.2 The fuzzy rulebase 

The fuzzy rule base consists of a set of antecedent-consequent linguistic rules of the 

form[18][59]: 

 

                           PSisuTHENNSisceANDPSiseIF                                            (5.21) 

 

This style of fuzzy conditional statement is often called a 'Mamdani'-type rule, after 

Mamdani (1976) who first used it in a fuzzy rulebase to control steam plant. 

 

The rulebase is constructed using a priori knowledge from either one or all of the 

following sources: 

(a) Physical laws that govern the plant dynamics 

(b) Data from existing controllers. 

(c) Imprecise heuristic knowledge obtained from experienced experts. 

 

If (c) above is used, then knowledge of the plant mathematical model is not required. 

The two seven set fuzzy input windows shown in Figure 5.7 gives a possible 7 x 7 set of 

control rules of the form given in equation (5.21). It is convenient to tabulate the two-

dimensional rulebase as shown in Figure 5.8. 
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5.5.3 Fuzzy inference 

Figure 5.8 assumes that the output contains seven fuzzy sets with the same linguistic 

labels as the input fuzzy sets[31] [18][59]. If the universe of discourse for the control signal 

u(t) is ±9, then the output window is as shown in Figure 5.9. 

Assume that a certain rule in the rulebase is given by equation (5.22) 

                                CuTHENBisceANDAiseIF                                                   (5.22) 

From equation (5.5) the Boolean OR function becomes the fuzzy max operation, and 

from equation (5.6) the Boolean AND function becomes the fuzzy min operation. Hence 

equation (5.22) can be written as 

 

                                                                                                                    (5.23)  

                          

Equation (5.23) is referred to as the max-min inference process or max-min fuzzy reasoning. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.6 Fuzzy Logic Control[18][59] 

       ceeu BAC  ,minmax
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Figure 5.7 Seven set fuzzy input windows for error (e) and rate of change of error (ce). [18][59]: 

Table 5.1 Tabular structure of a linguistic fuzzy rulebase[18][59]. 
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In Figure 5.7 and equation (5.20) the fuzzy sets that were 'hit' in the error input 

window when e(t) = 2.5 were PS and PM. In the rate of change input window when ce = -0.2, 

the fuzzy sets to be 'hit' were NS and Z. From Figure 5.8, the relevant rules that correspond to 

these 'hits' are: 

 

                

PSuTHEN

ZisceANDPSiseIFOR

NSisceANDPSiseIFOR





                                                             (5.24) 

 

               

PMuTHEN

ZisceANDPMiseIFOR

NSisceANDPMiseIFOR





                                                  (5.25) 

 

Applying the max-min inference process to equation (5.24) 

 

                         ceeceeu ZPSNSPSPS  ,min,,minmax                        (5.26) 

 

Inserting values from equation (5.20) 

 

                            
      

  6.03.0,6.0max

3.0,7.0min,6.0,7.0minmax



uPS
                                             (5.27) 

 

Figure 5.8 Seven set fuzzy output window for control signal (u).[18][59] 
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Applying the max-min inference process to equation (5.25) 

 

                       ceeceeu ZPMNSPMPM  ,min,,minmax                              (5.28) 

Inserting values from equation (5.20) 

                          
      

  4.03.0,4.0max

3.0,4.0min,6.0,4.0minmax



uPS
                                            (5.29) 

 

Fuzzy inference is therefore the process of mapping membership values from the input 

windows, through the rulebase, to the output window(s). 

 

5.5.4 The defuzzification 

Defuzzification is the procedure for mapping from a set of inferred fuzzy control 

signals contained within a fuzzy output window to a non-fuzzy (crisp) control signal. The 

centre of area [60, 32, 59] [18]method is the most well known defuzzification technique, 

which in linguistic terms can be expressed as: 

 

                      
areasofSum

areaofmomentsfirstofSum
signalcontrolCrisp                                 (5.30) 

 

For a continuous system, equation (5.30) becomes: 

 

                                                   
 

 




duu

duuu
tu




                                                                (5.31) 

                                             

Or alternatively, for a discrete system, equation (5.30) can be expressed as: 

 

                                                    
 

 






n

i

i

n

i

ii

u

uu

kTu

1

1





                                                           (5.32) 

 

For the case when e(t) = 2.5 and ce = -0 .2, as a result of the max-min inference 

process (equations (5.27) and (5.29)), the fuzzy output window in Figure 5.9 is 'clipped', and 

takes the form shown in Figure 5.10.  

 



 75 

 

From Figure 5.10, using the equation for the area of a trapezoid: 

 

                                              

 

 
96.0

2

6.362.0

52.2
2

4.266.0











PS

PS

Area

Area

                                               (5.33) 

 

From equation (5.30) 

 

 
   

83.3
96.052.2

696.0352.2





tu

                                              (5.34) 

 

Hence, for given error of 5.5, and a rate of change of error of -0.2, the control signal 

from the fuzzy controller is 3.83. 

 

 

 

Example 5.2 [31] 

 

For the input and output fuzzy windows given in Figure 5.7 and 5.9, together with the 

fuzzy rulebase shown in Figure 5.8, determine: 

 

(a) The membership values of the input windows e and ce. 

(b) The max-min fuzzy inference equations. 

(c) The crisp control signal u(t). 

when e = -3 and ce = 0 

 

Figure 5.9 Clipped fuzzy output window due to fuzzy inference [31][18][59]. 
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Solution 

 

(a) When e = -3 and ce = 0 .3 are mapped onto the input fuzzy windows, they are referred to 

as fuzzy singletons. From Figure 5.7 

                                   5.05.03  eee NMNS                                             (5.35) 

ce = 0 .3, using similar triangles: 

                                       
 

 3.033.033.0

1




ceZ                                                  (5.36) 

  09.0ceZ  

 

And 

 
3.033.0

1 cePS
  

                                     91.0cePS                                                            (5.37) 

(b) The rules that are 'hit' in the rulebase in Figure 5.8 are 

                                

NSuTHEN

PSisceANDNSiseIFOR

ZisceANDNSiseIFOR





                                               (5.38) 

                                

NMuTHEN

PSisceANDNMiseIFOR

ZisceANDNMiseIFOR





                                               (5.39) 

 

Applying max-min inference to equation (5.38): 

                                    ceeceeu PSNSZNSNS  ,min,,minmax                       (5.40) 

 

Inserting values into (5.40): 

                       
      

  5.05.0,09.0max

91.0,5.0min,09.0,5.0minmax



uNS
                                   (5.41) 

 

and similarly with equation (5.39) 

            ceeceeu PSNMZNMNM  ,min,,minmax  

      
  5.05.0,09.0max

91.0,5.0min,09.0,5.0minmax



uPS
                                       (5.42) 

Using equations (5.41) and (5.42) to 'clip' the output window in Figure 5.9, the output 

window is now as illustrated in Figure 5.11. 
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(c) Due to the symmetry of the output window in Figure 5.11, from observation, 

 the crisp control signal is: 

 

  5,4tu  

 

 

 

5.6 Fuzzy control of PUMA560 with 3DOF 

In Figure 5.11 we show the structure FLC type-1 of PUM560 with 3DOF, the 

regulator which we use is five classes, do mean has 25 rule bases, the rule base table in Table 

5.2 and in Figure 5.12 fuzzy sets for error and change error and out put of control T. All the 

gains of type-1 fuzzy controller we do tuning until get good positions tracking with lower 

error in ideal case. 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.10 Fuzzy output window for Example 5.2[31][18][59]. 
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Figure 5.11Structure type-1 FLC of PUMA560 3DOF. 
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Velocity error 

 

Position 

error 

 LN SN Ze SP LP 

LN LN LN LN SN Ze 

SN LN LN SN Ze SP 

Ze LN SN Ze SP LP 

SP SN Ze SP LP LP 

LP Ze SP LP LP LP 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.12 Fuzzy set for each articulation. 

Error = e (rad)  

  

Change in Error = ce (rad/s) 

  

The control T (Nm) 

  

Table 5.2 Rule Base table[30] 
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5.7 Optimized Fuzzy PD controller  

The general PSO-based fuzzy PD control scheme [61]  is depicted in Figure 5.13, 

below.   

 

Figure 5.13 General PSO scheme for Fuzzy PD with manipulator robot [61]. 

 

The specific details on the PSO algorithm used for PUMA560 control are given in the 

next section. As for the fuzzy PD controller[7], two optimization strategies are employed: one 

for the gain as depicted in Figure 5.14, [31][32][60][59][62][57] and the other for the 

structure as depicted in Figure 5.15, [33][34][58][63][64]. Note that in the case of the gain 

optimization, the membership function of the fuzzy controller is symmetric. On the other 

hand, in the case of the structure optimization of the controller, the membership function is 

non-symmetric.  

As usual the fuzzy controller consists of three main parts: i) the fuzzification ii) inference iii) 

defuzzification. 

The fuzzification has as main role to change the crisp values to fuzzy values and 

determine the membership degrees. 

The inference is the process of formulating the mapping from a given input to an output using 

fuzzy logic. It works on the rule base shown in Table 5.3 below: 

 

Derivative error 

 

Position 

error 

 NL NS Ze PS PL 

NL NL NL NL NS Ze 

NS NL NL NS Ze PS 

Ze NL NS Ze PS PL 

PS NS Ze PS PL PL 

PL Ze PS PL PL PL 

Table 5.3 Rule Base table; Negative Large (NL), negative Small (NS), zero (Ze), positive 

small (PS) and positive Large (PL)[30]. 
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Here, the Mamdani fuzzy inference system [25][26][18] was used in the controller 

even though one can also use the max-min inference process. The defuzzification is the 

process where the fuzzy output from the inference stage is mapped into a crisp or real value. 

There are many methods for defuzzification in the literature. In this work the Centroid of area 

is chosen [25][26][18]. 

Note that in our case, as we have chosen to employ a PD controller, we have two gains 

Kp and Kd. The position errors and their derivative are quantized into five sets as shown in 

Figure 6, 7 and 8, represented by a set of linguistic variables with triangle membership 

function with universes of discourse in [-1,1]. 

In the case of the gain optimization, the three parameters Kp, Kd and Kout are optimized as 

shown in Figure 5.14. 

 

Figure 5.14 Gain optimization fuzzy controller [28] [30] 

 

Figure 5.15 Structural parameter optimization Fuzzy controller[33][34]  

 

In the case of the structure optimization, the membership function parameters are 

optimized while the gains Kp, and Kd are kept fixed at 1. Note also that the fuzzy sets in 

universal range are not symmetric. In this case we will optimize the range for two inputs and 

one output each one having its min and max value.  

 

When I was do structure optimization of fuzzy controller, I was wondering witch 

better reprogram fuzzy controller with my code or just understand code of matlab tool box 
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fuzzy controller for doing optimization. I think understanding the code of matlab tool box 

fuzzy controller better and then optimize it to benefit from original matlab code fuzzy 

controller, the first step we should know mathematical triangle membership function Figure 

5.16 from each input error or its derivative calculate the membership function degree 

equation(6) is very clear that triangle membership function needs three parameters(a,b,c) see 

Figure 5.16. 

µ=trimf(a,b,c)=max(min((x-a/b-a),(c-x/c-b)),0)     (6) 

 

 

Figure 5.16 Triangle membership function. 

Second step after take a look at fis file it should be declared in matlab workspace 

contain all needed parameter to generate fuzzy controller with matlab tool box. I was found 

the parameters for standard and symmetric fuzzy sets triangle in gains optimization case its 

code in first column in Table 5.4 below to get fuzzy sets like in Figure 5.17, and 5.18 and 

5.19.    

Table 5.4 parameters of fuzzy controller to optimize. 

  

 

 

 

 

 

 

 

 

 

 

 

Standard and Symmetric fuzzy sets To do parametric optimization 

[Input1] it mean for error  

Name='e' 

Range=[-1 1] 

MF1='LN':'trimf',[-1 -1 -0.5] 

MF2='SN':'trimf',[-1 -0.5 0] 

MF3='LP':'trimf',[0.5 1 1] 

MF4='Ze':'trimf',[-0.5 0 0.5] 

MF5='SP':'trimf',[0 0.5 1] 

trimf  name of the triangle function in 

matlab fuzzy tool box Figure 5.16 

[Input1]  it mean for error 

Name='e' 

Range=[-1 1] 

MF1='LN':'trimf',[A A B] 

MF2='SN':'trimf',[A B 0] 

MF3='LP':'trimf',[C D D] 

MF4='Ze':'trimf',[B 0 C] 

MF5='SP':'trimf',[0 C D] 

Where: A < B <0 and 0<C<D 
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And to do structural optimization, after deep thinking  to find solution how to change 

the values of this parameters to find another optimal parameters by using particle swarm 

optimization, that we need four parameters (A,B,C,D) and their code it is written in Table 5.4 

second column,  our controller has two inputs(error and its derivative) and one output then to 

get optimized controller in its parameters we need 4×3= twelve parameters, see that in gains 

optimization all parameters(A,B,C,D) are same see Table 5.5, it means same membership 

function for inputs and output, and all  have the same shape and all are symmetric and there 

plot in Figure 5.17, and 5.18 and 5.19,  but in parametric optimization case for input1(error), 

input2(derivative error) and output(control) each one has its optimal membership function 

with its range see Table 5.6 and its shape and all are not symmetric, the optimized parameters 

(A,B,C,D) are found by PSO in table 5.6 there plot in Figure 5.20, and 5.21 and 5.22. 

 

 

 A B C D 

Input1(error) -1 -0.5 0.5 1 

Input2(derivative error) -1 -0.5 0.5 1 

Output(control) -1 -0.5 0.5 1 

Table 5.5 parameters for standard and symmetric fuzzy sets for gains optimization 

 

 

 A B C D 

Input1(error) -28.70 -16.96 35.19 35.70 

Input2(derivative error) -5.075 -0.40 2.81 2.87 

Output(control) -169.9 -12.26 25.43 296.66 

Table 5.6 optimized parameters for structure optimization 
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Fuzzy sets for Gain Optimization Optimized Fuzzy sets for structure 

Optimozation 

 
Figure 5.17 Fuzzy sets for error in GO case 

 
Figure 5.20 Optimized  Fuzzy sets for error 

in PO case 

 
Figure 5.18 Fuzzy sets for derivative error in 

GO case 

 
Figure 5.21 Optimized Fuzzy sets for 

derivative error in PO  

 
Figure 5.19 Fuzzy sets for control in GO 

case 

 
Figure 5.22 Optimized Fuzzy sets for control 

in PO case 

 

5.8 PARTICLE SWARM OPTIMIZATION 

In this section, we explain the PSO algorithm employed in the optimization of the 

aforementioned controllers. The PSO is a population based method for finding an optimal 

solution to an objective function. The so-called swarm consists of “n” particles, and the 

position of each particle stands for the potential solution in space. The particles change its 

condition according to the following three principles: 

 control its inertia, 

 control the position of the particles to its most optimal position, 
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 Control of the velocity of the particles 

The position of each particle in the swarm is affected by the most optimal position 

based on its individual experience and on the global best position of the particle around its 

neighborhood. There are several algorithms of thee PSO [4][5][6]. In this work integral of 

square error (ISE) is fitness function (objective function) and the constriction coefficient 

[4][5] method it was selected whereby the speed and position of each particle change 

according the following equality: 

         













 






  t
ij

x
j

yt
ij

xt
ij

yt
ij

vt
ij

v ˆ
21

1                                             (5.43) 

c1 and c2 are the acceleration coefficients, r1 and r2 random values in[0 1] 

 

5.9 SIMULATION RESULTS 

We have used a cycloid trajectory test Figure 5.23. The different articulation 

movements, respectively from position {-50°, -135°, 135°} to the position {45,-85°, 30°} with 

three end time of movement equal to {1.5, 4, 8} seconds then will have three cycloid 

trajectory are differ in simulation time. The mathematical description of the trajectory is given 

by [1]:  
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                        (5.44)

 

The Integral of Square Error (ISE) is used as performance indices in comparative between 

manual tuning and PSO tuning fuzzy controller see (5.45). 

  )9(

0

2
)(

end
t

dtteISE
                                                                        (5.45)

 

 

Figure 5.23. Third joint response in manual gain tuning with disturbance and its tracking 

joint error. 
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Figure 5.24. Third joint response in PSO gain tuning with disturbance and its tracking joint 

error. 

 

Gains manual tuning fuzzy PD are chosen from manual tuning until get good positions 

with lower error and lower control energy and with smooth control signal without chattering 

in ideal case.  

 

We have use noise (disturbance) for robustness test of controller to do comparison 

between manual tuning fuzzy controller and optimized fuzzy controller by use PSO, noise 

(disturbance) torque d=sin(3t)+1. 

 

The simulation results are carried out to show comparisons in the system’s response in 

a feedback controller when using a gains manual tuning fuzzy controller or PSO fuzzy 

controller. We started by manually tuning the gains of the fuzzy controller in ideal conditions 

without any kind of noise, we have shown ISE three joint angle in Table 5.7, in Figure 5.25, 

control signal or torque responses in ideal case (without noise) and with noise (disturbance) 

for gains manual tuning fuzzy controller, Figure 5.26, third joint control with and without 

noise PSO gains optimization. Comparison in terms of integral squared joint errors in 

ideal(without noise) and with noise cases d=sin(3t)+1 is shown in Table 5.7 last column is  

percentage of ISE integral square joint error for gains manual tuning  fuzzy controller in noise 

case (ISE_MT%) then ISE gains optimization (ISE_ GO) disturbance case  its calculated 

as(5.46):  

 

                                                                          (5.46) 
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Table 5.7 ISE for manual (MT) and PSO gains optimization (GO), without and with noise d= 

sin(3t) +1. 

 

 

 

 

 

 

 

 

Figure 5.25. Third joint control with and without disturbance manual gain tuning. 

 

 

Figure 5.26. Third joint control with and without disturbance PSO gain tuning. 

 

Table 5.8 represent comparison in terms of integral squared joint errors in ideal (without 

noise) and with noise (disturbance) between Gains and parametric optimization for Fuzzy PD 

controller, before last column in Table 5.8 percentage of ISE integral square joint error for 

Gains optimization (GO) fuzzy controller in with noise (disturbance) case (ISE_GO%) then 

 

ISE Manual Tuning ISE PSO GO ISE_MT% 

in with 

noise Joint 

without 

noise with noise 

without 

noise with noise 

J1 4.36E-07 6.39E-06 9.19E-09 1.6E-07 97.56 

J2 8.35E-04 9.45E-04 1.97E-05 2.214E-05 97.71 

J3 5.40E-04 8.11E-04 1.19E-06 1.7E-06 99.79 
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ISE_PO in with noise (disturbance) case its calculated as (5.47), at last column we have add 

same term but in ideal (without noise) case:  

 

                                                              (5.47) 

 

 

ISE Gain optimization 

(ISE_GO) 

ISE parameter 

optimization (ISE_PO) 

ISE_GO

% 

in with 

noise 

ISE_GO

% in 

Without 

noise Joint without noise 

with 

noise 

without 

noise 

with 

noise 

J1 9.19E-09 1.6E-07 7.52E-06 7.52E-06 2.08 4.41E-07 

J2 1.97E-05 2.2E-05 7.6E-06 8.73E-06 71.72 2.75E-05 

J3 1.19E-06 1.7E-06 4.27E-07 5.21E-07 76.54 1.55E-06 

Table 5.8 the ISE without and with disturbance for Gains and structural PSO optimization 

  NB. YE-0X stands for Y×10
-0X

. 

Table 5.9 shows some comparison and the initial parameters for gains and parametric PSO 

optimization for PD controller, with optimal parameters calculated from PSO algorithm.  

 

 

5.10 RESULTS AND DISCUSSION  

When comparing results, by visual comparison the actual and desired joint angles are 

overlapping Figure 5.23, and 5.24,   and we can’t see the differ, but in terms ISE we can see 

the differ to do comparison, we have three joints robot with noise (disturbance) torques to test 

robustness, all results divided in two tables, Table 5.7 manual gains and PSO gains 

optimization with/without noise d=sin(3t)+1 and Table 5.6 the ISE without and with noise  

(disturbance) for Gains and parametric PSO optimization, it is very clear that average of  

manual gains tuning ISE_MT% column around 98% this mean that tracking error angle for 

manual gains tuning fuzzy controller is big ninety-eight  percent  than error angle for PSO 

fuzzy controller in both case. 

When comparing gains PSO and parametric  optimization, is very clear ISE in PSO 

gains optimization ISE_GO% in ideal (without noise) case around zero percent but in with 

noise (disturbance) the average error is 50% =(2+72+76).    

Finally when comparing all results in all figures and Table 5.7 and Table 5.8, it is very clear 

that PSO gains optimization for fuzzy PD controller is better than PSO parametric 

optimization for fuzzy PD controller in ideal (without noise) case but in with noise 

(disturbance) case in ISE comparison terms will parametric optimization better, and in other 

terms shown in Table 5.9, we can see that parametric   optimization have big time execution 
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than gains optimization to get optimal parameters and ability to programming more 

complicated and much parameters. 

 

 

 

 Gain_PSO Structural fuzzy_PSO 

Initial  Min=[15,0.01,50],Max

=[50,10,300] 

MIN_In1=[-30,0.001,30,0.001 ] 

MAX_In1=[-40,1,40,1] 

Min_in2=[-3,0.001,3,0.001] 

Max_in2=[-12,1,12,1] 

Min_Out=[-150,0.001,150,0.001] 

Max_Out=[-300,1,300,1] 

Particle number 10 10 

Iterative  10 10 

Optimized  Kp=42.8651    

Kd=1.4932  

Gout=202.1934 

Rang_In1=[35.6957,-28.7037]  

       Mid1=[0.9858, 0.5909] 

Rang_In2=[2.8687,-5.0750] 

       Mid2=[0.9803, 0.0780]       

Rang_Out=[296.6617,-169.8966] 

         Mid=[0.0857, 0.0721] 

Fast Fast five times than 

structural PSO. 

Slow than Gain PSO because its 

instruction big five times. 

programming Easy and simple with 

few parameters  

Hard and complicated with much 

parameters 

ISE 

Without noise same 

error in PO 

Same error in GO 

With noise is big 50% 

then error in PO 

Is low 50% then error in GO 

 

Table 5.9 Some differences simulation results between Gains and structural PSO optimization 

fuzzy controller.    
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5.11 CONCLUSION  

We have presented the particle swarm optimization for fuzzy PD with 3DOF 

PUMA560 using manual gains tuning and PSO gains and structure optimization of fuzzy PD 

controller after get our optimized gains and structure, in offline will put them on our fuzzy  

PD controller to compare them. We presented simulations for three joints where we simulated 

the systems’ responses with and without noise (disturbance). In the simulations, a 

quantification of errors was achieved and documented in tables for ISE, it was shown that the 

lower errors were obtained using a PSO for parametric optimization of fuzzy PD controller in 

with noise (disturbance) but for few particle and low iterative will take long time then gains 

optimization to get optimal parameters, but in ideal case we find PSO with gains optimization 

is better in integral square error and in ability to programming it with few parameters and 

faster to get optimal parameters, our optimized intelligent control is better than classical 

control, and is applicable in real time.  
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General Conclusion 

 

 
 

In this thesis focused on simulation and experimental control optimization using PSO 

for robotic system. The first is aeronautic robot which is quadcopter. We have started by 

dynamic modeling this system and simulate it on MATLAB. After we realized our two 

custom prototypes or homemade prototyping the first one based on Arduino due as autopilot 

controller. For weight, size and speed we have improve the first one to Teensy 3.2 autopilot 

controller based. All necessary dynamics parameters identified in an experiment like thrust 

calculations. For PID gains identifications, the manual tuning method has limitations of being 

time consuming and very tedious. While the conventional Z-N method has been very useful 

and helpful in our research in terms of practicality, it is criticized by many other researchers.  

In short time and with the least required effort to experimentally select the appropriate PID 

gains was the Z-N tuning. Within a few minutes of implementation we could obtain the PID 

gain values required to stabilize the quadrotor. With respect to time and effort, the Z-N 

method was the most advantageous. The second advantage of the Z-N method found in this 

study is that it produces PID gains that can be put into intervals, such that the PSO search 

within an interval by determining the sum of the Integral of Square Error and the maximum of 

the overshoot as a multi-objective function [19] or a fitness function. However, regarding 

robustness, overshoot, steady-state error, and rise time, the Z-N method falls short of the 

necessary standards. To overcome this, we have used PSO for PID gains optimization. We 

have proved in both simulation and experimental our optimized PID controller for 

stabilization of a quadrotor using PSO the constriction coefficient method was never used 

before for stabilization of a quadrotor. The main advantage of optimization process that find 

the optimal solution with scientific method not as manual finding depending on the luck, and 

let the user of it more confidence with their results. The proposed method was tested both 

using a MATLAB simulation and experimentally. The simulation and experimental results 

were also compared with a conventional Z-N tuning PID controller and with two different 

objective functions that the PSO depends on to search the optimal PID controller. The 

efficiency of PSO for finding the optimal values was verified through experimental results. 
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The second robotic system is PUMA560 manipulator robot. We have presented the 

particle swarm optimization for fuzzy PD with 3DOF PUMA560 using manual gains tuning 

and PSO gains and parametric optimization of fuzzy PD controller after get our optimized 

gains and parametric offline will put them on our fuzzy  PD controller to compare them. We 

presented simulations for three joints where we simulated the systems’ responses with and 

without noise (disturbance). In the simulations, a quantification of errors was achieved and 

documented in tables for ISE, it was shown that the lower errors were obtained using a PSO 

for parametric optimization of fuzzy PD controller in with noise (disturbance) but for few 

particle and low iterative will take long time then gains optimization to get optimal 

parameters, but in ideal case we find PSO with gains optimization is better in integral square 

error and in ability to programming it with few parameters and faster to get optimal 

parameters, our optimized intelligent control is better than classical control, and is applicable 

in real time. Future work implementation gains and structural optimized fuzzy PD controller 

manipulator robot, hybridization with other robust control. 

The efficiency of PSO for PID and fuzzy controllers was verified in this thesis both in 

simulation and experiment. Because the quadcopter is our custom prototype and homemade. 

Can be good platform for future research. We can do modification both in software or 

material as research needed. Our prototype can test it with sliding mode, second order sliding 

mode, fractional controllers, and also as future work optimization Type-2 fuzzy controller 

using PSO..... etc.    
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Appendix  

 

 

PARTICLE SWARM OPTIMIZATION Algorithm 

In this section, we explain the PSO algorithm employed in the optimization of the 

aforementioned controllers. The PSO is a population based method for finding an optimal 

solution to an objective function. The so-called swarm consists of “n” particles, and the position 

of each particle stands for the potential solution in space. The particles change its condition 

according to the following three principles: 

 control its inertia, 

 control the position of the particles to its most optimal position, 

 Control of the velocity of the particles 

The position of each particle in the swarm is affected by the most optimal position based on its 

individual experience and on the global best position of the particle around its neighborhood. 

 There are several algorithms of the PSO [16][17][18]. In this work integral of square error (ISE) 

is fitness function (objective function) and the constriction coefficient [16][17] [39]method it was 

selected whereby the speed and position of each particle change according the following equality 
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c1 and c2 are the acceleration coefficients, r1 and r2 random values in[0 1] 

     11  tvtxtx ijijij                                       (A.4) 

The corresponding algorithm for this equality (1.1) and (1.4) are in Table 1.1 and 1.2.  

Table A.1, Particle Swarm Optimization Algorithm 

Algorithm 1.1 

 Initialize number of particles (n), 

max of iterative (it), lower and 

upper bounds for position and speed 

,(Pbest,Gbest). 

 it=0; 

 While it <max of iterative  

 Calculate φ1, φ2 are related with 

random values (r1,r2) using (1.3) 

 For j=1 to n do 

 Calculate speeds using (1.1) 

 Control that speeds are in searching 

space. Using (1.5) and (1.6) 

 Calculate new positions using (1.4) 

 Control that positions are in 

searching space. 

 Calculate fitness function f(xi).(1.7) 

 End for. 

 Calculate Pbest and Gbest using 

algorith1.2 

 it=it+1 

 end while. 

 

A.3 Interval limitation  

If a particle’s velocity exceeds a specified maximum or minimum velocity, the particle’s velocity 

is set to the maximum or minimum velocity. Let Vmax,j denote the maximum allowed velocity in 

dimension j, and Vmin,j. Particle velocity is then adjusted before the position update using[18], 
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Where vij(t+1)  is calculated using equation(1.1).

 

Table A.2. Algorithm for Global and Local best particles calculations 

Algorithm 1.2 

 For each particle i from n do 

 If f(xi) < f(Pbest) then Pbest=xi. 

 If f(Pbest) < f(Gbest) then 

Gbest=Pbest. 

 End for.  

 

 

The Integral of Square Error (ISE) is used as performance indices: 

 
end

t

dtteISE
0

2
)(

                                                                   (A.7)
 

A.4 Example of PSO used for optimized PD Fuzzy Gains controller 

In this example we have three parameters (PD and output gain) to optimize them. There 

limitation and initialize values are in Table A.3. 

 

Table A.3 initializes parameters values 

parameters Min Max 

P  15 40 

D  0.5 10 

Gout  50 450 

n  10 

iterative number 10 

 

The parameter, k in equation above controls the exploration and exploitation [18] abilities of the 

swarm. For κ ≈ 0, fast convergence is obtained with local exploitation see Figure A.1, for PSO-
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Fuzzy PD controller with k ≈ 0. On the other hand, κ ≈ 1 results in slow convergence with a high 

degree of exploration see Figure A.2. 

 

                (a)                                                        (b)                                                   (c)        

Figure A.1. Local exploitation for PSO-Fuzzy PD controller :(a) for P optimal gain search, (b) 

for D, (c) for gain out. 

  

 

 

 

 

 

           (a)                                              (b)                                                     (c)        

Figure A.2. High degree of exploration for PSO-Fuzzy PD controller :(a) for P optimal gain 

search, (b) for D, (c) for gain out  

For Figure A.2, in k≈1, high degree of exploration that has many ten black points these points are 

local best PSO find and best one is red point it mean global best PSO. On other hand in Figure 
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A.1, in k≈0 local exploitation is very clear that particle positions are move locally because we can 

see just two black points are local best PSO find and the red is global best PSO or best one. 

A.5 Advantages and Disadvantages of the Basic Particle Swarm Optimization Algorithm. 

 

A.5.1 Advantages of the basic particle swarm optimization algorithm: 

- PSO is based on the intelligence. It can be applied into both scientific research and engineering 

use. 

-PSO has no overlapping and mutation calculation. The search can be carried out by the speed of 

the particle. During the development of several generations, only the most optimist particle can 

transmit information onto the other particles, and the speed of the researching is very fast. 

-The calculation in PSO is very simple. Compared with the other developing calculations, it 

occupies the bigger optimization ability and it can be completed easily. 

- PSO adopts the real number code, and it is decided directly by the solution. The number of the 

dimension is equal to the constant of the solution. 

A.5.2 Disadvantages of the basic particle swarm optimization algorithm: 

-The method easily suffers from the partial optimism, which causes the less exact at the 

regulation of its speed and the direction. 

-The method cannot work out the problems of scattering and optimization 

-The method cannot work out the problems of non-coordinate system, such as the solution to the 

energy field and the moving rules of the particles in the energy field. 

A.6 Conclusion 

Particle Swarm Optimization (PSO) is a biologically inspired computational search and 

optimization method. In past several years, PSO has been successfully applied in many research 

areas [40,41,42,43]. It is proved that PSO gets better results in a faster, simpler way compared to 

other methods [18]. Another reason that PSO is likable is that there are few parameters to adjust. 

One version, with slight variations, works well in a wide variety of applications. We present its 

originality, formulation, algorithm and application example in our case. In the next chapters will 

present more applications details of Particle Swarm Optimization approach with linear and fuzzy 

controllers. 


