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Résumé 
Le sujet de cette thèse porte sur la simulation numérique de l’écoulement turbulent autour d’une 
pale d’éolienne à axe horizontal (HAWT) installée en climat saharien. Pour ce faire, une 
méthode CFD 3D a été développée en se basant sur la résolution des équations de Navier-Stokes 
moyennées par la procédure de Reynolds (RANS). Ce travail de thèse porte sur deux volets. Le 
premier volet est d'étudier la capacité des différents modèles de turbulence de type RANS à 
prédire les performances aérodynamiques et la vitesse dans le sillage proche des HAWTs. Le 
deuxième volet est d'étudier les effets du sable sur les performances aérodynamiques des 
éoliennes installées en un environnement désertique en se basant sur une approche Eulérienne-
Lagrangienne. Les résultats de simulation ont montré que le choix du modèle de turbulence a 
un effet important sur la précision des prédictions numériques, particulièrement pour des 
vitesses élevées du vent. Il a été également noté que la présence des particules de sable pourra 
réduire considérablement les performances aérodynamiques de l’éolienne.  

Mots-clés: Énergie éolienne, Analyse aérodynamique, Simulation numérique, Modèles de 

turbulence, Approche Eulérienne-Lagrangienne, Effet de sable. 

 

Abstract 

The subject of this thesis deals with the numerical simulation of turbulent flow around a 
horizontal axis wind turbine (HAWT) blade installed in Saharan climate. To do this, a 3D CFD 
method was developed based on the resolution of the Reynolds averaged Navier-Stokes 
equations (RANS). This thesis work focuses on two parts. The first part is to study the ability 
of different RANS turbulence models to predict the aerodynamic performances and the velocity 
in the wake of HAWTs. The second part is to investigate the sand effects on the aerodynamic 
performance of wind turbines installed in a desert environment based on an Eulerian-
Lagrangian approach. The results of the simulation showed that the choice of the turbulence 
model has a significant effect on the accuracy of numerical predictions, especially for high wind 
speeds. It was also noted that the presence of sand particles could significantly reduce the 
aerodynamic performance. 

Keywords: Wind energy, Aerodynamic analysis, Numerical simulation, Turbulence models, 

Eulerian-Lagrangian approach, Sand effect. 
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Introduction 

Background  

Energy is a fundamental input to economic activity. Modern energy services light up 

our homes and schools, fuel economic activity to produce and consume, provide comfort 

and mobility, pump water and contribute to health and well-being. Harnessing energy 

sources to replace manual and animal labour was the platform of the Industrial 

Revolution: a period of unprecedented economic and social development.  

The 20th century witnessed large increases in the global population, economic output 

and fossil fuel consumption. The gains from growth have been impressive for many 

people. Yet these gains have taken a toll on a range of environmental systems where 

unsustainable practices have dominated [1]. Continuing deterioration of natural 

resources could stress the ability to meet the needs of a growing population and 

undermine economic activity. Green growth could meet this challenge. Green growth 

is about fostering economic growth and development while ensuring that natural assets 

continue to provide the ecosystem services on which our well-being relies. To do this it 

must catalyse investment and innovation which will underpin sustained growth and 

give rise to new economic opportunities.  

The renewable resources include, but are not limited to, bioenergy, geothermal energy, 

hydropower, solar energy, ocean energy, and wind energy. According to the 

International Energy Agency's 2018 report [2], renewables saw the highest growth rate 

of any energy source (nuclear, gas, oil, coal, etc.) in 2017, meeting a quarter of global 

energy demand growth last year.  

In 2017, the growth of wind power and solar PV was unprecedented; wind power 

accounted for the largest share of overall renewables growth, at 36%, followed by solar 

PV (27%), hydropower (22%) and bioenergy (12%) [2]. Figure 1 shows the installed 

generation capacity of the power sector between 2006 and 2015 with conservative 

projections to 2040 according to the International Renewable Energy Agency (IEA) [2] 
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and the Global Wind Energy Council (GWEC) statistics [1]. The wind and renewable 

capacities are represented by the primary axis, while the total by the secondary axis. 

Wind energy contributes greatly to the increasing penetration of renewables into 

electricity generation sector.  

 

Figure 1: The global energy demands with specific share of wind and renewable 

energies between 2006 and 2016 with projection to 2040. Reproduced from [3]. 

It is well acknowledged that aerodynamics plays a very important role in the successful 

development of wind energy. The wind energy aerodynamics can be divided into two 

main areas: (i) rotor aerodynamics and (ii) wind farm aerodynamics [4]. Both areas are 

equally important. An improved understanding of the aerodynamic behavior over 

blades benefits the design of more efficient wind turbines [3], whereas the analysis of 

wake aerodynamics aims to enhance the power output of multiple turbines.   

Motivations and objectives 

First motivation 

Aerodynamic methods using CFD with full rotor geometry are the most efficient and 

the most precise; however, such methods are quite complex due to the fact that these 

problems are described by the so-called Navier-Stokes equations, which cannot be 
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solved analytically: the fact that analytical solutions of the Navier-Stokes equations  

“only” demonstrate the existence of smooth solutions is, in fact, one of the seven 

Millennium Prize Problems [5]. A numerical solution for the Navier-Stokes equations 

for all time and length scales was also out of reach, due to the extreme demands it 

would make on computational resources. This remains true even on the most modern 

computer clusters. The modeling of turbulence is seen as a key element in CFD 

applications. Up until now, unfortunately, no single model exists that allows us to 

predict all the classes of physical phenomena linked to turbulence. The simplest 

turbulence models available in the literature are based on solving the Reynolds 

Averaged Navier-Stokes equations (RANS); these models are based on the resolution 

of the average flow field using additional transport equations to close the open system 

caused by additional unknowns in the equations produced by the Reynolds averaging 

process [6, 7]. Today there are many different turbulence models, and each model fits 

its own phenomenon and cannot serve for other phenomena. It is difficult to find a 

model that is advantageous over others for all conditions or cases. This is unsurprising, 

since the main objective of turbulence modeling is to attempt to approximate a highly 

complicated phenomenon [6]. Therefore, the first main contribution of this work is to 

evaluate the ability of different types of RANS turbulence models to predict the 

aerodynamic performance and the near wake behavior of HAWTs under different 

operating conditions. 

Second motivation 

Like other countries, Algeria has recently started using wind power to generate 

electricity, where the first wind farm was established for Algeria in a desert region 

located in the south, at Kaberten in the Wilaya of Adrar [8]. This wind farm consists 

of twelve large wind turbines. The rotor diameter of the installed wind turbines is 52 

m and the height of the tower is 55 m. The power of each wind turbine is 850 kW 

(totaling 10.2 MW for the wind farm) [9]. It is evident that the available wind potential 

and the availability of large spaces are the most important criteria that led to the 

choice of this region than others. However, the sand wind characteristics of these desert 

areas may affect the performance of turbines and this leads us to ask an important 

question: how far the sand particles could affect the aerodynamic performance of wind 

turbines installed in Saharan zones ?. To our knowledge, until now the effect of the 

sand on aerodynamics, is not well known. Therefore, the second main objective of this 

work is to study the sand effects on the aerodynamic performance of HAWTs.  
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Thesis objectives 

The main objective of this work is to give some answers to two important questions:  

(i) To what extent can the choice of turbulence model affect the numerical prediction 

accuracy of the flows around HAWTs ? 

(ii) How far the sand particles could affect the aerodynamic performance of wind 

turbines installed in desert regions ? 

Thesis structure  

To achieve the purposes of this research project, the thesis has been divided into five 

chapters organized as follows:  

Chapter 1. In the first chapter, we will present a general overview of wind turbines 

and a quick review of the most commonly used aerodynamic methods for studying 

numerically the wind turbine rotors. Then, the literature review and the state of the 

current research on the topic will be presented. This research focuses on two different 

parts: (i) the most used RANS turbulence models for simulating the flows around 

HAWTs and (ii) some applications of air-sand flows. 

Chapter 2. In the second chapter, the mathematical model for the fluid and for the 

particles will be presented. The ten turbulence models used in this study to close the 

RANS equations and its main differences will be briefly discussed.  

Chapter 3. The objective of the third chapter is to present the numerical methodology 

used in this thesis. In the beginning, the general information of the used wind turbine 

model and the measurements will be presented. Then, the different CFD steps and the 

algorithms of resolutions used in this work will be presented and discussed. 

Chapter 4. In the fourth chapter, we will present and discuss the obtained numerical 

results from the comparison of turbulence models. The numerical CFD results will be 

analyzed with respect to the different aerodynamic properties: the pressure at different 

spanwise sections of the blade, the aerodynamic forces (normal and tangential), the 

torque, the thrusts and the mechanical power. The comparison also includes different 

components of velocities in the near wake.  

Chapter 5. The objective of the fifth chapter is to present the numerical results 

obtained from the multiphasic E-L model. In the beginning of this chapter, we will 
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present the initial and boundary conditions. Then, the general influence of sand 

particles on the aerodynamic performance of the wind turbines will be discussed.  

Finally, the main conclusions found in this study and the main recommendations 

relevant to the future work will ultimately be addressed towards the end of this thesis. 
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Chapter 1  

Modern wind turbines and aerodynamic 

methods 

 

1.1  Brief history of wind turbine   

The use of wind as a form of energy dates from 5000 B.C. in Egypt where people 

navigated the Nile River on sail boats powered by wind. Windmills were first utilised 

in China then in the Middle East for food processing by the 11th century. Then, 

Europeans imported this technology to do mechanical work [10]. With the advent of 

the Industrial Era, windmills continued to be used and towards the end of the 19th 

century first experiments took place in USA and in Denmark to generate electricity 

from wind. Afterwards, years of low interest in wind energy began and lasted till the 

oil crisis in the 1970's, which caused many countries to seek new forms of energy source 

[11]. Nowadays wind power is a fully active contributor to electricity production and 

as reported in the reference [12] in the last two decades there have been tremendous 

advances in the energy efficiency of wind turbines. In fact, a 2006 wind turbine would 

produce 180 times more electricity than one at the same location installed 20 years 

before and at half the cost per kilowatt-hour (kWh). 

1.2  Types and classifications of wind turbines  

Wind turbine, by definition, is the device to convert kinetic energy in wind into useful 

mechanical power which can be utilized to generate electricity. There are two types of 

wind turbine system, differentiated by the outward appearance of the blades: vertical-

axis wind turbines (VAWT) and horizontal-axis wind turbines (HAWT). 
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1.2.1 Vertical axis wind turbines 

Vertical axis windmills and the subsequent vertical axis wind turbines seem to be older 

than those with an horizontal axis of rotation. The VAWT can classified into drag-

driven Savonius rotors and lift-driven Darrieus turbines [3]. The straight-bladed H-

rotor is a special type of the Darrieus turbine (Figure 2). One of the big advantages of 

VAWTs is the independence of directional change in wind. In addition, heavy 

components can be installed close to the ground. 

 

Figure 2: Different types of vertical axis wind turbines [13]. 

1.2.2 Horizontal axis wind turbines 

Generally, more of the wind energy can be captured from HAWT blades than from 

VAWT blades due to the fact that the entire area swept by HAWT blades always faces 

in to the wind during operations. 

HAWTs are classified according to the diameter of the blade as follows: micro-scale 

(µSWT, diameter ≤ 0.1 m), small-scale (SSWT, 0.1 m < diameter ≤ 1 m), mid-scale 

(MSWT, 1 m < diameter ≤ 5 m), and large-scale (LSWT, diameter > 5 m) [14, 15]. 

Large-scale HAWTs are installed either as wind farms or in offshore areas. Small-scale 

HAWTs are commonly seen in residential areas. 

To acquire a better insight into different wind turbines concepts, the power 

performance and operating range for different types of wind turbines are shown in 

Figure 3. 
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Figure 3: Characteristic curves of averaged power coefficient as a function of tip 

speed ratio for various wind turbines. Reproduced from [16]. 

1.3  State of the art: Insights into aerodynamic methods  

From an outsider’s point of view, aerodynamics of wind turbines may seem simple as 

compared to, e.g., fixed-wing aircrafts or helicopters. However, the inflow is always 

subject to stochastic wind fields and for machines that are not pitch-regulated, stall is 

an intrinsic part of the operational envelope [17]. Stall refers to the phenomenon that 

the airflow separates from the suction face of the blade and features turbulent mixing 

and flow reversal close to the surface. This makes an adequate description very 

complicated. Indeed, in spite of the wind turbine being one of the oldest devices for 

exploiting the energy of the wind, some of the most basic aerodynamic mechanisms are 

not yet fully understood. 

The first performance predictions of wind turbine rotors, using simple axial momentum 

and energy considerations, have been achieved in the first decades of the 20th century. 

The result obtained by Betz [18] in 1920 is famous, and known as Betz limit: no more 

than 59% of the kinetic energy contained in a stream tube having the same cross section 

as the disc area can be converted to useful work by the disc. However, Betz was not 

the only one to derive this result. Bergey [19] found that in 1915, Lanchester was the 

first to establish the maximum efficiency of a wind turbine rotor and the ideal 

performance of a hovering helicopter rotor or static propeller. Betz and Lanchester 
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belonged to two leading aerodynamic research schools in the beginning of the previous 

century: the German school led by Prandtl, and the British school led by Lanchester 

himself. Later, a study of early Russian rotor aerodynamic papers revealed that 

Joukowsky [20] derived the Betz limit in the same year as Betz did: 1920 [21].  

Glauert [22] in 1935 developed the 1D momentum theory into a more general theory, 

which is commonly known as the Blade Element Momentum (BEM) theory. This 

theory, later extended with many “engineering rules”, is today the basis for all rotor 

design codes in use by industry. 

In order to study wind turbine rotor aerodynamics, one needs to be able to model the 

rotor under both its operating conditions and its interactions with the wind, and this 

to a certain degree of accuracy. Today, several methods exist, we can classify them as 

suggested by Sørensen and his team [23-29] as follows: 

o Blade element momentum methods (BEM) [22, 30-36] ;  

o Vortex methods: lifting line/lifting surface/panel method [37-42] ;  

o Simplified rotor geometry CFD methods: actuator disc (ADM)/actuator line 

(ALM)/ actuator surface (ASM) [23, 43-52]; 

o Full rotor geometry CFD methods (Full Navier-Stokes) [53-78].  

1.3.1 Blade Element Momentum methods (BEM) 

In the BEM method, the rotor is modelled as a series of blade elements, and an iterative 

process is used to obtain a balance between the forces on the blade elements and the 

forces on the flow field determines various parameters like the total power, rotor thrust, 

blade loads, etc. 

The BEM theory operates on two fundamental assumptions: that there is no radial 

dependency, and that forces can be averaged over the individual annuli. Figure 4 shows 

a schematic of an annulus at a radial location 1 with thickness "1 around a three bladed 

wind turbine. According to the assumptions, the forces and velocities inside this 

annular element are not in influenced by any other annular element and therefore a 

wind turbine can be divided into N number of concentric annuli and forces in each 

annulus can be calculated independently. By the second assumption, the average force 

on the flow field in the annulus is equal to the sum of the forces on the individual blade 
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elements. Based on these two assumptions, the idea is to find a balance between the 

force exerted on the flow field by the blade elements, and the change in the momentum 

of the fluid between the locations far upstream and far downstream of the rotor [24]. 

BEM has been developed using software or simple engineering codes for designing and 

analyzing the performance of HAWT blades [22, 30-36, 79]. Indeed, all modern 

aeroelastic design codes are based on the BEM theory owing to its simplicity. 

             

 

1.3.1.1  BEM corrections models 

Since the classical BEM theory is adapted under ideal assumptions that lead to certain 

limitations [14]: (i) incompressible flow; (ii) stationary flow; (iii) ideal fluid: lack of 

viscous effects; (iv) infinite number of blades; (v) uniform thrust on the surface swept 

by the rotor; (vi) stable wake: missing the blade rotation effects. Several efforts have 

been made in order to correct for the aerodynamic effects, which present on a real 

turbine that are not modeled in the classical BEM method. 

(i) Tip loss factors models 

For simplicity, the wind turbine rotor is assumed to be an actuator disc of infinite 

number of blades in the classical BEM theory. As a result, modelling a real rotor with 

finite number of blades introduces an error in the loads estimated in the tip region. To 

correct for these effects, tip loss correction factors are used, e.g., see [22, 80-84]. 

(ii) Stall delay models 

The accuracy of BEM performance prediction codes is dependent on the input airfoil 

characteristics, namely, the lift coefficient (�L) and drag coefficient (�M). These airfoil 

characteristics are typically based on 2D wind-tunnel measurements that are known to 

Figure 4: Schematic of a wind turbine and the annular control volume. 
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normally underpredict peak power by 10% to 30% as well as the associated blade 

flapwise bending moment. Experimentally measured airfoil characteristics on rotating 

blades have found them to be substantially altered over the inboard portion of the 

blade by 3D effects due to rotation. These effects result in airfoil maximum lift 

coefficients (�L,NOP) much larger than 2D measurements [85].  

Figure 5 shows the lift coefficient as a function of angle of attack (AOA) derived from 

NREL measurements at the 30% radial location for the wind speed of 25 m/s, and the 

static data comes from DUT wind tunnel tests at the same condition [3, 24, 86]. It can 

be seen from this figure that the airfoil stalls at around 15° at 2D static condition and 

the lift coefficient reaches a maximum of 1.05. However, for the rotating blade, the 

phenomenon of �L stall does not happen at such angle, but is delayed to 24.6◦ and the 

lift coefficient is then enlarged to 2.1. 

 

Figure 5: An example of the stall delay phenomenon. Reproduced from [3, 86]. 

The increase in �L,NOP has been attributed to centrifugal pumping which is modified 

by a Coriolis displacement in the chordwise direction. Blade rotation results in 

centrifugal-induced outward radial flow in the separated flow region. The radial flow 

due to rotation develops in the presence of an adverse velocity gradient where the flow 

is strongly retarded. To improve the accuracy of the classical BEM, several stall delay 

empirical models have been proposed, such as Snel model [87], Du & Selig model [88, 

89], Chaviaropoulos & Hansen model [90], Lindenburg model [91], Dumitrescu & 

Cardos model  [92, 93] and Bak et al model [94]. 
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(iii) Dynamic stall models 

When an airfoil undergoes an unsteady change in its angle of attack, a phenomenon 

known as dynamic stall occurs, where the airfoil temporarily experiences lift coefficients 

that are significantly different than its 2D values [24]. This can happen due to unsteady  

effects such as yawed flow, inflow turbulence, wind shear, etc.  

For convenience, dynamic stall is often studied under periodic pitching conditions [95-

98]. Figure 6 shows an example case where an airfoil undergoes a sinusoidal pitching 

motion with a mean angle of attack of 10° and a pitching amplitude of 6°. The physical 

mechanism that underlies dynamic stall is complicated and has been described in 

various texts in detail, e.g., [99-102]. 

 

Figure 6: An example of the dynamic stall phenomenon. Reproduced from [98]. 

Various dynamic stall models exist which can be used with BEM codes, such as Gross 

& Harris model [103], Tarzanin model [104], Tran & Petot model [105], Leishman & 

Beddoes model [106], Øye model [107] and Hnasen model [108]. 

1.3.1.2  Limitations of BEM methods  

The momentum models are featured by its fast calculation and low fidelity, and remain 

predominant in engineering design. However, they are expected to be discontinued in 

the wind turbine aerodynamics primarily due to the following reasons [3]. 
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First, the use of the BEM is restricted by its empiricism. The engineering correction 

models incorporated into the BEM method greatly expand its applicability and enhance 

its accuracy. However, they were all developed at specific operating conditions. The 

BEM method is unable to accurately predict loads at off-design conditions [109]. The 

uncertainty of the BEM is approximately 20% for blade loads which should be further 

improved. 

Secondly, the lack of reliable airfoil data is deemed responsible for most unfavorable 

behaviors of the BEM method. The values of �L and �M are a function of AOA and 

Reynolds number. They are usually collected in wind tunnel experiments for stationary 

aerofoils at low AOAs before stall conditions. Yet a rotating wind turbine, has higher 

AOAs. The data for post-stall conditions are conventionally extrapolated using 

empirical correlations [110, 111]. A recent study showed that these empirically 

extrapolated data resulted in incorrect power predictions at high AOAs [112].  

Three-dimensional (3D) inviscid aerodynamic models (vortex methods) have been 

developed in an attempt to obtain a more detailed description of the 3D flow that 

develops around a wind turbine. 

1.3.2 Vortex methods 

In vortex models the rotor blades, trailing and shed vorticity in the wake are 

represented by lifting lines or surfaces [27]. On the blades, the vortex strength is 

determined from the bound circulation that stems from the amount of lift created 

locally by the flow past the blades. The trailing wake is generated by the spanwise 

variation of the bound circulation while the shed wake is generated by a temporal 

variation and ensures that the total circulation over each section along the blade 

remains constant in time. Knowing the strength and position of the vortices the induced 

velocity can be found in any point using the Biot–Savart law [113]. 

1.3.2.1  Lifting Line/Surface vortex methods 

In some models (namely the lifting line models) the bound circulation is found from 

airfoil data table-look up just as in the BEM method [114]. The inflow is determined 

as the sum of the induced velocity, the blade velocity and the undisturbed wind velocity 

(Figure 7). The relationship between the bound circulation and the lift is denoted as 

the Kutta–Joukowski theorem. 
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Figure 7: The lifting line method. 

In lifting line/surface vortex models, the wake structure can either be prescribed or 

computed as a part of the overall solution procedure [115-117]. In a prescribed vortex 

technique, the position of the vortical elements is specified from measurements or semi-

empirical rules. This makes the technique fast to use on a computer, but limits its 

range of application to more or less well known steady flow situations. For unsteady 

flow situations and complicated wake structures, free wake analysis become necessary 

[118-120]. A free wake method is more straightforward to understand and use, as the 

vortex elements are allowed to convect and deform freely under the action of the 

velocity field. The advantage of the method lies in its ability to calculate general flow 

cases, such as yawed wake structures and dynamic inflow. The disadvantage, on the 

other hand, is that the method is far more computing expensive than the prescribed 

wake method. 

 

Figure 8: The lifting surface method [27]. 
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1.3.2.2  Panel methods 

In the panel model, the inviscid and incompressible flow past the blades themselves 

can be found by applying a surface distribution of sources and dipoles (see Figure 9). 

The background is Green’s theorem [121], which allows obtaining an integral 

representation of any potential flow field in terms of the singularity distribution. The 

free wake panel method that represents the real blade geometry is the most versatile 

and precise vortex model. It can analyze the pressure distribution and dynamic stall 

mechanism apart from the functions of the momentum theory [122, 123]. 

 

Figure 9: Notations of panels on the blade, using sources �, dipoles �, and vortices Γ. 

Reproduced from [27, 123]. 

Vortex methods have been applied on wind turbine rotors particularly in order to better 

understand wake dynamics [124-126]. It has been shown that the vortex model provides 

more physics of rotor aerodynamics than the BEM using boundary layer corrections 

[125, 127], and it is also valid over a wider range of turbine operating conditions [27, 

128]. However, the exclusion of viscous effect is a problem of the potential flow models. 

This issue may be alleviated by some viscous-inviscid interaction methods [129, 130]. 

However, they are still immature [27] and restricted to mild flow separation [3]. 

1.3.3 Simplified rotor geometry CFD methods 

The actuator disc model is probably the oldest analytical tool for analysing rotor 

performance. In this model, the rotor is represented by a permeable disc that allows 

the flow to pass through the rotor, at the same time as it is subject to the influence of 

the surface forces. The “classical” actuator disc model is based on conservation of mass, 

momentum and energy, and constitutes the main ingredient in the 1D momentum 

theory, as originally formulated by Rankine [131] and Froude [132]. Combining it with 
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a blade-element analysis, we end up with the celebrated Blade-Element Momentum 

Technique. In its general form, however, the actuator disc might as well be combined 

with the Euler or Navier-Stokes equations.  

Within the force approach a set of different methods exists, namely the actuator disk 

method (ADM), the actuator line method (ALM) and the actuator surface method 

(ASM), which will be discussed in the upcoming sections.     

 

Figure 10: Concept of the actuator disk (AD), line (AL) and surface (AS) models [133]. 

1.3.3.1  Actuator disk model (ADM) 

The ADM simulates the turbine as a disc within the flow that imposes forces on the 

fluid. Many versions of the ADM exist. Some apply thrust and tangential forces [134] 

while others only apply thrust [135]. Many researchers have adopted the ADM for 

simulating wind turbines [43-46]. Even though the ADM may simulate the turbines 

and their wakes, it does not create the tip vortices that are carried onto the wake. 

The ADM provided reasonable overall results [45, 133, 136]. However, there are still 

many things to improve. For example, the forces imposed on the fluid were averaged 

through the rotor whereas the actual forces acted only in the instantaneous location of 

the blades. The ADM was not able to capture tip vortices, which are important when 

studying the near wake of a wind turbine [137]. With these limitations, researchers 

have devised other models which improve the results provided by the ADM. 

1.3.3.2  Actuator line model (ALM) 

As an extension of the non-uniformly loaded actuator disk approach, Sørensen and 

Shen [138] introduced the actuator line approach (ALM). This approach models the 

wind turbine blades as a set of blade elements along each blade axis [137]. This model 

combines a 3-D Navier-Stokes solver with a technique in which body forces are 

distributed radially along each of the rotor blades. Thus, the kinematics of the wake is 
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determined by a full 3-D Navier-Stokes simulation whereas the influence of the rotating 

blades on the flow field is included using tabulated aerofoil data to represent the loading 

on each blade. 

The ALM yielded accurate results [23, 51, 139-143] but it still had limitations [137]. 

Each blade-element force was the total force over that element, whereas the real forces 

were distributed smoothly over the chord of the blade-element. To distribute the blade 

element point force, a Gaussian projection was used [139], which eliminated numerical 

instabilities but did not reproduce the actual force distribution on the blades.  

1.3.3.3  Actuator surface model (ASM) 

Another model that has been explored recently is the ASM [50]. This model calculates 

the forces on a 2-D airfoil as a function of the chord, thus avoiding one of the major 

simplifications of the ALM. This is done by using empirical formulas with forces as a 

function of the chord position [48, 144]. The model’s main advantage is its ability to 

provide a more realistic force distribution [137]. The limitation of the ASM is its 

dependency on an external calculation for the force distribution as a function of position 

within the chord of an airfoil. 

1.3.4 Full rotor geometry CFD methods 

The first applications of CFD (using full geometry) to wings and rotor configurations 

were studied back in the late seventies and early eighties in connection with airplane 

wings and helicopter rotors [145-148] using potential flow solvers. To overcome some 

of the limitations of potential flow solvers, a shift towards unsteady Euler solvers were 

seen through the eighties [149-151]. When computing power allowed the solution of full 

Reynolds Averaged Navier-Stokes equations, the first helicopter rotor computations 

including viscous effects were published in the late eighties and early nineties [152-155]. 

The complete or direct modeling of the rotor by constructing a body-fitted grid is 

physically the most sound method to compute the flow around a turbine [133]. This 

approach has potential to provide a consistent and physically realistic simulation of 

the turbine flow field. Using this approach, flow characteristics can be obtained directly 

by avoiding any kind of restrictions: neither in the flow equations, nor in the modeling 

of the rotor itself [53-78]. Due to its high accuracy, the direct modeling approach can 

replace experimental studies [3, 14, 86, 133]. The disadvantage, however, is that this 

method is far more computing expensive than other methods, see Figure 11. 
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Figure 11: Classification of aerodynamic methods. 

1.4  Literature review                                               

1.4.1 Turbulence models  

It is well known, that the Navier-Stokes equations cannot be directly solved for any of 

the cases of practical interest to wind turbines, and that some kind of turbulence 

modelling are needed. The standard approach to derive turbulence models is by time 

averaging the Navier-Stokes equations, resulting in the so-called Reynolds Averaged 

Navier-Stokes equations (RANS). Several different RANS models have been used for 

wind turbine applications. 

The first simulations (for wind turbine applications) with direct modeling were done 

by Sørensen and Hansen [156, 157], employing a rotating reference frame and the +–Q 

SST model. The rotor power is predicted well for wind speeds below 10 m/s, but at 

higher speeds, the power is underpredicted. The strongly separated flow on the blade 

is not correctly captured at these speeds, which the authors attribute to insufficient 

mesh resolution and limitations of the turbulence model. 

Duque et al. [158]  used the compressible thin-layer Navier–Stokes equations with the 

Baldwin-Lomax (algebraic) turbulence model [159]. A comparison with the NREL 
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phase II rotor showed good agreement of the pressure distributions, but the rotor-tower 

interaction was not predicted well (see Figure 12). 

 

Figure 12: Normal force coefficient on the 80% blade radius. Reproduced from Duque 

et al. [158]. 

Sørensen et al. [54, 160] performed simulations for the NREL phase VI rotor under 

different wind speeds with +–Q SST turbulence model using two computational domain: 

namely tunnel and free configurations. Good results have been found, especially for the 

pressure distribution. However, it has been shown that the torque curve is 

underpredicted by more than 20% at high wind speeds (see Figure 13). 

 

Figure 13: Comparison of measured and computed shaft torques for the NREL Phase 

VI rotor. Reproduced from Sørensen et al. [54, 160]. 
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Benjanirat and Sankar [161] used an overset grid model to study the effect of different 

turbulence models: the Baldwin-Lomax, the Spalart-Allmaras and the standard +–�. 
All the models predicted the out-of-plane forces and associated bending moments well, 

but difficulties were found in predicting the in-plane forces and therefore in predicting 

power generation (Figure 14). This can probably be explained by the fact that lift 

prediction is less sensitive to turbulence modeling than drag prediction [133]. 

 

Figure 14: Prediction of the torque with various turbulence models. Reproduced from 

Benjanirat and Sankar [161]. 

Tachos et al. [162] explored the effectiveness four RANS models: the Spalart-Allmaras, 

the standard +–�, the +–� RNG and the +–Q SST (Figure 15). They found that even at 

relatively low wind speeds the predictions of these models strongly deviated from the 

NREL data. 

From experiments it is known that laminar/turbulent transition influences the flow 

over rotor blades for some cases [27]. It has been demonstrated for 2D applications, 

that transition models can greatly improve the accuracy for cases where transition 

phenomena are important. Even though nearly all rotor studies so far have been 

computed assuming fully turbulent conditions, it is generally accepted that it is 

important to include laminar/turbulent transition in RANS models. Predicting 

transition in 3D is a much more complex task than dealing with 2D, and 3D transition 

is an active research field. The effects of the transition have been investigated in the 

literature by some researchers. 
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Figure 15: Pressure coefficient distribution. Reproduced from Tachos et al. [162]. 

Lanzafame et al. [163] investigated the effect of transition using γ_Reθ model. It has 

been found that while the fully turbulent SST +–Q presents inaccuracy in the incipient 

stall region, the transitional γ_Reθ model accurately follows the experimental data 

trend. The relative error is less than 5% for all wind speeds except for very high wind 

speeds where an underestimation of nearly 6% occurs (see Figure 16).  

 

Figure 16: Mechanical power comparison. Reproduced from Lanzafame et al. [163].  
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Recently, Sørensen et al. [75] simulated the flow around the MEXICO wind turbine 

rotor using two turbulence models: the fully turbulent +–Q SST and the transitional 

+–Q SST. The transition was modeled using the so-called En method [164]. They found 

that the difference is very minor between the fully turbulent and transitional results 

(Figure 17). 

 

Figure 17: Tangential forces comparison. Reproduced from Sørensen et al. [75]. 

Table 1 shows a brief survey of turbulence models, solvers and configurations mostly 

used in recent years to study the flow around HAWTs. 
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Table 1: Brief survey of turbulence models, solvers and configurations mostly used in recent years to study the flow around HAWT. 

Authors/year  Rotor 

Model 

Outer 

Domain 

Dimensions 

Rotating 

Domain 

Dimensions 

 

Turbulence 

Model 

CFD 

Solver 

Configuration 

Tadamasa and 
Zangeneh. 2011 
[55] 

NREL phase 
VI 
r(1)=5.029m 
 

DL(2)=10xr 
UL(3)=2xr 
R(5) =2xr 

L(4)= 0.5×r 
R(5)=1.25×r 
 

SST + − T  ANSYS 

 CFX  

11.0 

 

Yu et al. 2011 
[56] 

NREL phase 
VI 
r=5.029m 
 

DL =3xr 
UL=2xr 
R =2xr 

All domain 
rotating 

SST + − T ANSYS 

Fluent 

 

Moshfeghi et al. 
2012 [57] 
 
 

NREL phase 
VI 
r=5.029m 
 
 
 
 

DL =10xr 
UL=4xr 
R=4.8xr 

L= 4.6×r 
R=3.2×r 
 

SST + − T 
 
 
 
 
 

ANSYS 

 CFX  

11.0 

 

 

  
 

 

 



CHAP.1 MODERN WIND TURBINES AND AERODYNAMIC METHODS  

 42

Table 1: Continued 

Authors/year  Rotor 

Model 

Outer 

Domain 

Dimensions 

Rotating 

Domain 

Dimensions 

 

Turbulence 

Model 

CFD Solver Configuration 

AbdelSalam et 
al. 2014 [61] 

Danwin 180 
kW 
r=11.6m 
 

DL=50xr 
UL=4xr 
H= 6xr 
W=8xr 

R =1.25×r 
L= 0.5×r 

standard + − � Fluent 6.3 

 

Elfarra et al. 
2014 [62] 

NREL phase 
VI 
r=5.029m 
 

DL =5xr 
UL=5xr 
R=3.5xr 

R =3.5×r 
L= 1×r 

Launder–
Sharma + − � 
 

NUMECA 

 

Yang  et al. 
2014 [35] 

MEXICO 
r=2.25m 

DL=8xr 
UL=4xr 
R=4xr 

R=1.25×r 
L= 0.25×r 

 
 
 
 
 

SST + − T  ANSYS 

CFX 14.0 
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Table 1: Continued 

(1)r=Radii of the Rotor; (2)DL=Downstream Length; (3)UL=Upstream Length; (4)L=Length; (5)R=Radii;  (6)H=height; (7)W=width;  
(8)DR= Downstream Radii; (9)UR= Upstream Radii.  

Authors/year  Rotor 

Model 

Outer 

Domain 

Dimensions 

Rotating 

Domain 

Dimensions 

 

Turbulence 

Model 

CFD 

Solver 

Configuration 

Plaza et al. 
2015 [68] 

MEXICO 
r=2.25m 
 

DL =25xr 
UL =5xr 
H=  20xr 
W= 20xr 

R = 1.375×r 
L= 0.5×r 

SST + − T ANSYS 

 FLUENT  

14.50 

 

 

Wang  et al. 
2015 [77] 

NREL 
WindPACT 
1.5MW 
r=35m 
 
 

DL=10xr 
RD (8)= 6.85xr 
UL = 2.57xr 
RU(9)=3.42xr 

All domain 
rotating 

SST + − T ANSYS 

FLUENT 

13.0 

 

 

Sørensen et al. 
2016 [75] 
 
 
 
 
 

MEXICO 
r=2.25m 
 
 
 

Spherical 
domain with 
diameter of 
10xr in all 
directions  
 

All domain 
rotating 

SST + − T EllipSys3D  
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1.4.2 Multiphase flows 

To our knowledge, no reference data are available in the field of particle impacts in 

aerodynamics. The existing studies investigate the penalties caused on airfoils by heavy 

rain (because of the liquid film) [165] or the effect of dust on wind turbines (because of 

increasing roughness) [166]. 

From the point of view of computational fluid dynamics (CFD) simulations, two 

different strategies are generally accepted as the most suitable to evaluate the 

multiphase flows (gas-solid). On the one hand, the Eulerian–Eulerian (E–E) approach 

[167] treats both phases as continuous flows interpenetrating each other. On the other 

hand, the Eulerian–Lagrangian (E–L) approach [168, 169] solves the fluid flow using 

Navier–Stokes equations, and the solid particles are injected into the flow and are then 

tracked individually to calculate their trajectories inside the gas [165]. This strategy 

offers a more comprehensive picture of the particle flow interaction but requires more 

powerful computational resources [170].  

The comparison between these two approaches was performed by Adamczyk et al. [171] 

for modeling the sand particle transport phenomena in small-scale circulating fluidized 

beds, and by Zhang and Chen [172] for simulating particles transport in enclosed 

spaces. It has been shown that the E–L approach is considered appropriate for this 

purpose because the discrete volume fraction is much lower than 10% and the 

computational resources are sufficiently powerful [170, 173]. 

In order to calculate the volume fraction of the sand in the fluid phase, two different 

methods exist: (i) using the volumes of fluid-solid, or (ii) using the sand mass flux. 

These two methods has been evaluated experimentally by Kang et al. [174]. It has been 

confirmed that these two methods give similar results, see Figure 18.  

The multiphase flow model used in this thesis is the DPM model (Discrete Phase 

Model) which is an E-L model implemented in the ANSYS Fluent. This model has 

been widely used in the literature for simulating the air-sand flows. The most applied 

applications using this kind of problem were performed for predicting the erosion in 

the solid body surfaces due to the sand impact.  
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Figure 18: Comparison between two methods for calculating the particle volume 

fraction. Reproduced from Kang et al. [174]. 

Mansouri et al. [175] used the DPM model to study the erosion of a 90° sharp bend in 

water–sand slurry flow. Two different sand types were used: sharp silica sand (25 µm)  

and rounded quartz (256 µm). Two RANS models were employed for resolving the near 

wall region: standard wall-function and low-Reynolds number approach. The numerical 

results showed that adequately resolving the near wall region and employing the low-

Reynolds number model can significantly improve the prediction. The DPM model has 

also been used by Paz et al. [170] to evaluate the effect of particle impacts on the 

motion of high-speed trains in a sand-laden flow. A drag force reduction of 10% for 

each 0.2 decrease in the coefficient of restitution was noted. 

 

Figure 19: Distribution of sand impacts for different particle sizes. Reproduced from 

Paz et al. [170]. 
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Chapter 2  

Governing equations 

 

2.1  Navier-Stokes equations  

For an incompressible flow, the continuity and the momentum equations are 

respectively given by: 

 U;
UF
 = 0 (1)

 � U;
U� + �;� U;
UF� = − U0UF
 + UUF� (�
�) (2)

where ;
 denotes the ith velocity component, 0 is the pressure, � is the fluid density 

and �
� is viscous stress tensor. For Newtonian fluid, it can be defined as: 

 �
� = 2�[
� (3)

where � is the molecular viscosity and [
� is the strain-rate tensor defined as: 

 [
� = 12 (U;
UF� + U;�UF
) (4)

2.2  Turbulence modeling approaches 

Turbulent flows are characterized by fluctuating velocity fields. These fluctuations mix 

transported quantities such as momentum, energy, and species concentration, and 

cause the transported quantities to fluctuate as well. Since these fluctuations can be of 

small scale and high frequency, they are too computationally expensive to simulate 
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directly in practical engineering calculations. Instead, the instantaneous (exact) 

governing equations can be time-averaged, ensemble-averaged, or otherwise 

manipulated to remove the small scales, resulting in a modified set of equations that 

are computationally less expensive to solve. However, the modified equations contain 

additional unknown variables, and turbulence models are needed to determine these 

variables in terms of known quantities [176].  

2.2.1 Large eddy simulation (LES) 

Large eddy simulation (LES) provides an alternative approach in which the large eddies 

are calculated in a time-dependent simulation that uses a set of “filtered” equations. 

Filtering is essentially a manipulation of the exact Navier-Stokes equations to remove 

only the eddies that are smaller than the size of the filter, which is usually taken as 

the mesh size. The idea was derived from Kolmogorov's theory [177, 178], which 

assumes that the large eddies of the flow are dependant on the geometry while the 

smaller scales are more universal. The filtering process creates additional unknown 

terms that must be modeled in order to achieve closure. Statistics of the mean flow 

quantities, which are generally of most engineering interest, are gathered during the 

time-dependent simulation. The attraction of LES is that, by modeling less of the 

turbulence (and solving more), the error induced by the turbulence model will be 

reduced. Different sub-grid scale models are available in the literature, such as 

Smagorinsky model [179], Algebraic Dynamic model [180], Localized Dynamic model 

[181], WALE (Wall-Adapting Local Eddy-viscosity) model [182] and Dynamic Global-

Coefficient model [183].   

In contrast to RANS, where the computational cost is only weakly dependent on Re, 
the computational cost of LES scales roughly with Re2 [184]. Near solid boundaries, 

where boundary layers are present, LES is extremely expensive because it requires 

refinement in three directions, whereas RANS only requires refinement in the direction 

normal to the wall.  

2.2.2 Statistical approach  

Because turbulence consists of random fluctuations of the various flow properties, the 

statistical approach can be used. This approach is mainly based on the procedure 

introduced by Reynolds [185], in which all quantities are expressed as the sum of mean 

and fluctuating quantities [186]. The Reynolds-averaged Navier-Stokes (RANS) 

equations represent transport equations for the mean flow quantities only, with all the 
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scales of the turbulence being modeled. The approach of permitting a solution for the 

mean flow variables greatly reduces the computational effort. Therefore, this approach 

is currently the most commonly used CFD approach. 

2.3  Reynolds averaged equations 

For an incompressible flow, the RANS equations can be written as: 

 U;̅
UF
 = 0 (5)

 � U;̅
U� + �;̅� U;̅
UF� = − U0UF
 + UUF� (�
̅� − �;<′;>′̅̅ ̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅) (6)

 �
̅� = 2�[
̅� (7)

 [
̅� = 12 (U;̅
UF� + U;̅�UF
) (8)

Equation (6) is usually referred to as the Reynolds-Averaged Navier-Stokes equation. 

The quantity (−�;<′;>′̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅) is known as the Reynolds-stress tensor, we denote it by Τ
�, 
thus:  

 Τ
� = −�;<′;>′̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ (9)

2.3.1 Closure problem  

Because Τ
� is a symmetric tensor (Τ
� = Τ�
), it has six independent components. 

Hence, six unknown quantities have been produced as a result of Reynolds averaging. 

However, no additional equations were gained. The system of equations is not yet 

closed. To close the system, additional equations are needed. 

2.3.2 Boussinesq hypothesis 

To model the Reynolds stresses in terms of mean flow quantities, the Boussinesq 

hypothesis [187, 188] is commonly used. This hypothesis assumes that the Reynolds 

stress is related linearly to the mean strain-rate tensor as in a laminar flow. The 

proportional factor is the eddy viscosity. The Boussinesq hypothesis for an 

incompressible flow can be written as [189]: 

 Τ
� = 2��[
̅� − 12�+�
� (10)
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where �� is the eddy viscosity, �
� is the Kronecker symbol and + is the turbulent kinetic 

energy defined as:  

 + = 12 (;<′;<′̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅) (11)

2.4  The studied RANS models     

In this work, ten different RANS models, grouped in Table 2, were tested. Their main 

features will be briefly described in the following subsections. 

Table 2: The different RANS turbulence models tested. 

  Closing 
approach 

Near-wall 
resolution 
type 

Turbulence model Developed by Transports 
equations  
number  

Eddy-
Viscosity 
Models 
(EVM) 

High 
Reynolds  

Spalart–Allmaras Spalart and Almaras [190] 1 

Standard  +–� Launder and Spalding [191] 2 +–� RNG Yakhot and Orszag [192] 2 +–� Realizable Shih et al. [193] 2 

Low 
Reynolds 

Standard  +–Q Wilcox [186] 2 +–Q BSL Menter [194] 2 +–Q SST Menter [194] 2 

k–kl–Q Walters and Cokljat [195] 3 �-2#3 Langtry and Menter [196] 4 

Reynolds 
stress  
Models 
(RSM) 

High 
Reynolds 

24`--a4 Gibson and Launder [197]  
Launder et al. [198-200] 

7 

2.4.1 One equation Spalart-Allmaras model 

The Spalart-Allmaras model [190] is a one-equation model that solves a modeled 

transport equation for the kinematic eddy (turbulent) viscosity. The Spalart-Allmaras 

model was designed specifically for aerospace applications involving wall-bounded flows 

and has been shown to give good results for boundary layers subjected to adverse 

pressure gradients. 

In the Spalart-Allmaras model, the turbulent viscosity is calculated by: 

 �� = ��b̃c1 (12)

where the viscous damping function be1 is given by: 
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 bc1 = f3
f3 + �e13  (13)

and  

 f = �̃� (14)

where � is the molecular kinematic viscosity. 

The variable �  ̃is given by: 

 UU� (��)̃ + UUF
 (��;̃
) = *c + 1hc̃ [
UUF
 {(� + ��)̃ U�̃UF�} + *l2� ( U�̃UF�)

2] − Kc  (15) 

The production term *c is modeled as: 

 *c = �l1��̃ (4 + �̃o2"2 bc2) (16)

 bc2 = 1 − f1 + fbe1  (17)

where d is the distance from the wall and 4 is a scalar measure of the deformation 

tensor defined as:  

 4 = √2�
��
� (18)

where �
� is mean rate of rotation tensor defined as: 

 �
� = 12(U;
UF� − U;�UF
) (19)

The destruction term Kc  is modeled as: 

 Kc = ��1�[1 + ��2(16 − 1 )] [ 1 + ��36
[1 + ��2(16 − 1 )]6 + ��36 ]1/6 (�̃")2   (20)

 1 = �̃(4o2"2 + �b̃c2) (21)

The model constants are [190]: 

 
�l1 = 0.1335,�l2 = 0.622, hc̃ = 23 ,�c1 = 7.1, ��1 = 3.1945 

 ��2 = 0.3,��3 = 2.0, o = 0.4187 
(22)

2.4.2 Two equations �–� models 

2.4.2.1  Standard �–� model 
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The standard +–� model [191] is the most widely used turbulence model in the CFD 

community due to its simplicity and robustness. This model involves transport 

equations for the turbulent kinetic energy (+) and its dissipation rate (�). 
In the standard +–� model, the turbulent (or eddy) viscosity is calculated by combining 

+ and � as follows: 

 �� = ��� +2
�  (23)

The turbulent kinetic energy + and its dissipation rate � are obtained from the following 

transport equations: 

 
 U(�+)U� + U(�+;
)UF
 = UUF� [(� + ��h�)

U+UF�] + *� − �� (24)

and 

 U(��)U� + U(��;
)UF
 = UUF� [(� + ��h�) U�UF�] + �1� �+ *� − �2�� �2
+  (25)

The production of turbulent kinetic energy *� is modeled as: 
 *� = −�;<′;>′̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅̅ ̅̅ U;�UF
 (26)

where the model constants are [191]:  

 �1� = 1.44,�2� = 1.92, �� = 0.09, h� = 1.0, h� = 1.3 (27)

As the strengths and weaknesses of the standard +–� model have become known, 

modifications have been introduced to improve its performance. Two of these variants 

have been tested in this work: the RNG +–� model and the realizable +–� model. 

2.4.2.2  RNG �–� model 

The RNG +–� model [201] was derived using a statistical technique called 

renormalization group theory [192]. It is similar in form to the standard +–� model, but 

includes the following refinements: 

(i) The RNG model has an additional term in its � equation that improves the 

accuracy for rapidly strained flows. 
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(ii) The effect of swirl on turbulence is included in the RNG model, enhancing 

accuracy for swirling flows. 

(iii) The RNG theory provides an analytical formula for turbulent Prandtl 

numbers, while the standard +–� model uses constant values. 

These features make the RNG +–� model more accurate and reliable for a wider class 

of flows than the standard +–� model [176].  

In the RNG +–� model, the transport equation for � is given by: 

 U(��)U� + U(��;
)UF
 = UUF� [(� + ��h�) U�UF�] + �1� �+ *� − �2�∗ � �2
+  (28)

where  

 �2�∗ = �2� + ���3(1 − �/�0 )1 + ��3  (29)

 � = +(24
�4
�)1/2/� (30)

The constants of the model are [176, 201]: 

 �1� = 1.42,�2� = 1.68, h� = h� = 1.393, �0 = 4.38, � = 0.012 (31)

2.4.2.3  Realizable �–� model 

The realizable +–� model [193] differs from the standard +–� model in two important 

ways: 

(i) The realizable +–� model contains an alternative formulation for the turbulent 

viscosity. 

(ii) A modified transport equation for the dissipation rate � has been derived from 

an exact equation for the transport of the mean-square vorticity fluctuation. 

In the realizable +–� model, the eddy viscosity factor �� is computed by: 

 �� = 1
�0 + �� +C ∗�  (32)

where 

 C ∗ = √4
�4
� + �
̃��
̃� (33)
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and 

 �
̃� = �
� − 2�
��T� (34)

 �
� = �
̅� − 2�
��T� (35)

The model constants are: 

 �0 = 4.04,�[ = √6 cos(�) , � = 13 cos−1(√6�),� = 4
�4��4�
4 3̃ , 4 ̃ = √4
�4
�  (36)

2.4.3 Two equations �-� models 

2.4.3.1  Standard �-� model 

The standard +–Q model [6, 202] is an empirical model based on model transport 

equations for the turbulent kinetic energy (+) and the specific dissipation rate (Q), 

which can also be thought of as the ratio of � to +. 

In the standard +–Q model, the turbulent viscosity is computed as follows: 

 �� = 	∗ �+Q  (37)

The coefficient 	∗ is given by: 

 	∗ = 	0∗ + 2#�/2�1 + 2#�/2�  (38)

where 

 2#� = �+�Q (39)

The turbulence kinetic energy + and the specific dissipation rate Q are obtained from 

the following transport equations: 

 U(�+)U� + U(�+;
)UF
 = UUF� [(� + ��h�)
U+UF�] + *� − K� (40)

and 

 U(�Q)U� + U(�Q;
)UF
 = UUF� [(� + ��h�) UQUF�] + �� − K� (41)

The production of Q is given by: 
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 �� = 	Q+ *� (42)

where 

  	 = 	∞	∗ (	0 + 2#�/2�1 + 2#�/2� ) (43)

The dissipation of + is given by:  

 K� = ��∗b�∗+Q  (44)

where  

 b�∗ = ⎩{⎨
{⎧1               f� ≤ 01 + 680f�21 + 400f�2    f� > 0 ⎭}⎬

}⎫ (45)

and 

 f� ≡ 1Q3
U+UF�

UQUF� (46)

 �∗ = �∞∗ (4/15 + (2#�/2�)4
1 + (2#�/2�)4    ) (47)

The dissipation of Q is given by:  

 K� = ��
b�Q2  (48)

where  
 b� = 1 + 70f�1 + 80f� , f� = ∣�
��
�4�
(�∞∗ Q)3 ∣ (49)

The constants of the standard +–Q model are: 

 	∞ = 0.52, 	0 = 19 , �∞∗ = 0.09, �
 = 0.072, ,2� = 6, 	0∗ = �
3 , h� = h� = 2.0 (50)

2.4.3.2  BSL �-� model 

The main problem with the standard +–Q model is its well known strong sensitivity to 

freestream conditions. The baseline (BSL) +–Q  model was developed by Menter [194] 

to effectively blend the robust and accurate formulation of the +–Q model in the near-

wall region with the freestream independence of the +–� model in the far field. To 
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achieve this, the +–� model is converted into a +–Q formulation. The BSL +–Q model 

is similar to the standard +–Q model, but includes the following refinements [176]: 

(i) The standard +–Q model and the transformed +–� model are both multiplied 

by a blending function and both models are added together. The blending 

function is designed to be one in the near-wall region, which activates the 

standard +–Q model, and zero away from the surface, which activates the 

transformed +–� model. 

(ii) The BSL model incorporates a damped cross-diffusion derivative term in the 

equation. 

(iii) The modeling constants are different. 

In the BSL +–Q model, the turbulent Prandtl numbers for + and Q are: 

 h� = 1%1/h�,1 + (1 − %1 )/h�,2 
(51)

 h� = 1%1/h�,1 + (1 − %1 )/h�,2 (52)

where the blending function %1 is given by: 

 %1 = �� ℎ(�14) (53)

 �1 = .¢  [.�F(
√+0.09QH , 500��H2Q) , 4�+h�,2£�+H2] (54)

 £�+ = .�F[£�, 10−10] (55)

The cross-diffusion term is defined as: 

 £� = 2(1 − %1)� 1Qh�,2  
U+UF�

UQUF�  (56)

where the constants are given by: 

 h�,1 = 2.0, h�,2 = 1.0, h�,1 = 2.0, h�,2 = 1.168 (57)

The production of Q is given by: 

 *� = 		∗
�� *� (58)

For the BSL +–Q model, 	∞ is given by: 
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 	∞ = %1	∞,1 + (1 − %1)	∞,2 (59)

where 

 	∞,1 = �
,1�∞∗ − o2
h�,1√�∞∗

 (60)

and  

 	∞,2 = �
,2�∞∗ − o2
h�,2√�∞∗

 (61)

 o = 0.41, �
,1 = 0.075, �
,2 = 0.0828, �∞∗ = 0.09  (62)

The dissipation of turbulence kinetic energy is defined as: 

 K� = ��∗+Q  (63)

The dissipation of Q is given by: 

 K� = ��
Q2 (64)

where   

 �
 = %1�∞,1 + (1 − %1)�∞,2 (65)

2.4.3.3  SST �-� model 

The SST +–Q model includes all the refinements of the BSL +–Q model, and in addition 

accounts for the transport of the turbulence shear stress in the definition of the 

turbulent viscosity. These features make the SST +–Q model [194] more accurate and 

reliable for a wider class of flows than the standard and the BSL +–Q models. 

In the SST +–Q model, the turbulent viscosity is modeled as: 

 �� = �+Q 1
.�F [ 1	∗ , 4%2	1Q] 

(66)

where 

 %2 = �� ℎ(�22) (67)

 �2 = .�F [2
√+0.09QH , 500��H2Q] (68)

The production of + for the SST +–Q model is given by: 
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 *�∗ = .¢ [*�, 10��∗+Q] (69)

where the model constants are [194]: 

 	1 = 0.31, h�,1 = 1.176 (70)

2.4.4 Transitional models 

2.4.4.1  Three equations �-�§-¨ model  

The +-+©-Q model, is a recent transitional eddy viscosity model developed by Walters 

and Cokljat [195]. It includes transport equations for turbulent kinetic energy (+' ), 

laminar kinetic energy (+,), and the inverse turbulent time scale (Q). 

In the +-+©-Q model, the Boussinesq hypothesis is rewritten as follows: 

 −;<′;>′̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = �'ª' (U;<̅̅̅ ̅̅ ̅UF� + U;>̅̅̅ ̅̅ ̅UF
) − 23«'ª' h
� (71)

where 

 �'ª' = �' ,¬ + �',1 (72)

 +'ª' = +' + +, (73)

 �',¬ = bcb­&' ��√+',¬®¯   (74)

 �� = 1�0 + ��(4/Q) (75)

 bc = 1 − #F0 (− √2#',¬�c ) (76)

A damping function defining the turbulent production due to intermittency is given 

by: 
 b­&' = `°± [ +,�­&' +'ª' , 1] (77)

 2#',¬ = b²2 +'�Q  (78)

The effective length ®¯   is defined as: 

 ®¯  = `°±(�³", ®' ) (79)

where ®'  is the turbulent length scale defined as: 
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  ®' =
√+Q  (80)

The small scale energy +' ,¬ is given by: 

 +' ,¬ = b¬¬b²+'  (81)

 b² = ®¯  ®'  (82)

 b¬¬ = #F0 [−(�¬¬��+' )2] (83)

 �',1 = `°± {�',1∗ , 0.5(+, + +',1)4 } (84)

 �',1∗ = bE,1�11 (Ω®¯  2
� )√+' ,1®¯  + �'¬�12�&µ' "2Ω (85)

The time-scale-based damping function is: 

 bE,1 = 1 − exp [−�E,1
+',1®¯  2 Ω2] (86)

 �'¬ = 1 − exp [− `�¸(�&µ' − �'¬,¹º
�, 0)2
�'¬ ] (87)

 �&µ' = "2Ω�  (88)

where 

 +' ,1 = +' − +',¬ (89)

The laminar kinetic energy (+' ), the turbulent kinetic energy (+,) and the inverse 

turbulent time scale (Q) are obtained from the following transport equations: 

 £+'£� = a�» + 2 + 2&µ' − Q+' − £' + UUF� [(� + 	'h� )U+'UF� ] (90)

 £+,£� = a�¼ + 2 + 2&µ' − £, + UUF� [� U+,UF� ] (91)

 £Q£� = ��1 Q+' a�» + (��2b² − 1) Q+' (2 + 2&µ' ) − ��2Q2 + ��3b�	' b²2 √+'"3
+ UUF� [(� + 	'h�) UQUF�] 

(92)

The turbulence production term generated by turbulent fluctuations is given by: 
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 a�¼ = �' ,¬42 (93)

 a�¼ = �' ,142 (94)

The near-wall dissipation £'  and £, are given respectively by: 

 £' = 2� U√+'UF�
U√+'UF�  (95)

 £, = 2� U√+,UF�
U√+,UF�  (96)

In the transport equations (90-92), 2 represents the averaged effect of the breakdown 

of streamwise fluctuations into turbulence during bypass transition: 

 2 = �½�¾! +,Qb²  (97)

where  

 �¾! = 1 − #F0 (− �¾!�¾! ) (98)

 �¾! = `�¸ [(+'�Ω − �¾!,¹º
�) , 0] (99)

The breakdown to turbulence due to instabilities is considered to be a natural transition 

production term, given by: 

 2&µ' = �½,&µ' �&µ' +,Ω (100)

 �&µ' = 1 − #F0 [−`�¸(�&µ' − �&µ',¹º
�/b&µ',¹º
�, 0)�&µ' ] (101)

 b&µ',¹º
� = 1 − #F0 (−�&¿√+,"� ) (102)

The damping function is defined as: 

 b� = 1 − #F0 [−0.41(®¯  ®' )4] (103)

The turbulent scalar diffusivity is defined as: 

 	' = bc��,��M√+',¬®¯   (104)

The model constants for the +-+©-Q transition model are listed below: 
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  �0 = 4.04,�� = 2.12, �c = 6.75, �¾! = 0.6, �&µ' = 200,�'¬ = 200,  �¾!,¹º
�= 1.2,�&¿ = 0.1, �&µ',¹º
� = 1250, �­&' = 0.75,�'¬,¹º
�= 1000, �½,&µ' = 0.02,�11 = 3.4 × 10−6, �12 = 1.0 × 10−10,�½ = 0.12,�Ä,3 = 0.035, �¬¬ = 1.5,�E,1 = 4360, ��1= 0.44,��2 = 0.92, ��3 = 0.3, ��½ = 1.5,�³ = 2.495, ��,��M= 0.09, h� = 1, h� = 1.17  

(105)

2.4.4.2  Four equations Å-ÆÇÈ model 

The �-2#3 model [196, 203, 204] (also known as the transition SST model) is based on 

the coupling of the SST transport equations with two other transport equations, one 

for the intermittency and one for the transition onset criteria, in terms of momentum-

thickness Reynolds number.  

The �-2#3 model computes the eddy viscosity as: 

 �� = �+Q  (106)

The transport equation for the intermittency � is defined by: 

 U(��)U� + U(�C��)UF� = aÉ1 − ÊÉ1 + aÉ2 − ÊÉ2 + UUF� [(� + ��hÉ) U�UF�  ] (107)

where  

 aÉ1 = �O1%L¯$Ë�ℎ�4[�%Í$�¯�]¿Î3   (108)

 

ÊÉ1 = �¯1aÉ1�    
(109)

 aÉ2 = �O2�Ω�%�Ðºl (110)

 ÊÉ2 = �¯2aÉ2� (111)

where Ω = (2Ω
�Ω
�)1/2	is the absolute value of vorticity.  

The transition onset is controlled by the following functions: 

 2#Ñ = �H24�  (112)

 
2' = �+�Q  

(113)
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 %Í$�¯�1 = 2#Ñ21932#3¹ (114)

 %Í$�¯�2 = `°±[`�¸(%Í$�¯�1, %Í$�¯�14 ), 2] (115)

 %Í$�¯�3 = `�¸ [1 − (2#'25 )3 , 0] (116)

 %Í$�¯� = `�¸(%Í$�¯�2 − %Í$�¯�3, 0) (117)

 %�Ðºl = #F0 (−(2'4 )4) (118)

The transport equation for the transition momentum thickness Reynolds number is: 

 U(�2#�̃�)U� + U(�C�2#�̃�)UF� = a3� + UUF� [h3�(� + ��) U2#�̃�UF�   ] (119)

where the source term a3� is defined as follows: 

 a3� = �3� �� (2#3� − 2#�̃�)(1 − %3�) (120)

 
� = 500��C2  

(121)

 %3� = `°± [`�¸ (%�O�¯#F0 (− (��)4) , 1 − (� − 1/501 − 1/50)2 , 1)]  (122)

 Ô¾, = 2#�̃��
��

 (123)

 �¾, = 152 Ô¾, (124)

 � = 50ΩyU �¾, (125)

 2#� = �QH2
�  (126)

 %�O�¯ = #F0 (− (2#�105 )) (127)

  

%L¯$Ë�ℎ =
⎩{{
⎨{
{⎧ [	1 + 	22#�̃� + �32#�̃�2 ],      2#�̃� < 400[	4 + 	52#�̃� + �62#�̃�2 + �72#�̃�3 ],   						400 ≤ 2#�̃� < 596[	8 + (2#�̃� − 	9). �10],[	11],

								596 ≤ 2#�̃� < 1200      2#�̃� ≥ 1200 ⎭}}
⎬}
}⎫ 

(128)

where  
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	1 = 398.189 × 10−1, 	2 = −119.270 × 104, 	3 = −132.567 × 10−6, 	4= 263.404, 	5 = −123.939 × 10−2, 	6 = 194.548 × 10−5, 	7= −101.695 × 10−8, 	8 = 0.5, 	9 = −596, 	10 = 3 × 10−4, 	11= 0.3188 
(129)

 2#3� = ⎩{⎨
{⎧[1173.51 − 589.428Ý; + 0.2196Ý;2 ] %(®3 ),                   Ý; ≤ 1.3

331.50[Ý; − 0.5658]−0.671%(®3 ),                 Ý; > 1.3 ⎭}⎬
}⎫ (130)

 %(®3 ) = ⎩{⎨
{⎧1 − [−12.986®3 − 123.66®3 2 − 405.689®3 3 ]#(−('Ð1.5)1.5),  ®3 ≤ 0

1 + 0.275[1 − #(−35³æ )]#(−'Ð0.5), ®3 > 0 ⎭}⎬
}⎫ (131)

This empirical correlation is a function of the local turbulence intensity Ý; and the 

Thwaites’ pressure gradient coefficient ®3 : 

 Ý; = 100C √23+  (132)

 ®3 = (Ô2
� ) "C"4  (133)

where 2#3¹ is given as: 

 
2#3¹ = {[2#�̃� + é1 + é22#�̃� + é32#�̃�2 + é42#�̃�3 + "52#�̃�4 ], 2#�̃� ≤ 1870[2#�̃� − ("6 + (2#�̃� + "7) × "8)],  2#�̃� > 1870} (134)

where 

 

é1 = 396.035.10−2, é2 = −120.656.10−4, é3 = 868.230.10−6, é4= −696.506.10−9, é5 = 174.105.10−12, é6 = 593.11, é7= 1870.0, é8 = 0.482 
(135)

The �-2#3 model interacts with the SST model by modification of the + as follows: 

 

U(�+)U� + U(�+;
)UF
 = UUF� [(� + ��h�) U+UF�] + ��∗ − K�∗ + 4� (136)

 ��∗ = �¯  *� (137)

 K�∗ = `°±[`�¸(�¯  , 0.1), 1.0]K� (138)

 �¯  = `�¸[�, ��¯�] (139)

 

��¯� = `°±[��1`�¸[(2#e/3.2352#3¹) − 1,0]%º¯O��¹ℎ, 2]%3� 
(140)



CHAP.2 GOVERNING EQUATIONS 

 63

 %º¯O��¹ℎ = #F0 (− (2'20 )4) (141)

The constants of the �-2#3 model are: 

 

�O1 = 2, �¯1 = 1, �O2 = 0.06,�¯2 = 50, �É3 = 0.5, hÉ = 1.0, �3� = 0.03, h3�= 2.0,��1 = 2.0 (142)

2.4.5 Reynolds stresses models  

Abandoning the isotropic eddy-viscosity hypothesis, the RSM closes the Reynolds-

averaged Navier-Stokes equations by solving transport equations for the Reynolds 

stresses, together with an equation for the dissipation rate. The exact form of the 

Reynolds stress transport equations may be derived by taking moments of the exact 

momentum equation. This is a process wherein the exact momentum equations for the 

fluctuations are multiplied by the fluctuating velocities and averaged, the product then 

being Reynolds-averaged.  

The exact transport equations for the transport of the Reynolds stresses ( �;<′;>′̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅̅ ̅̅) may 

be written as follows [197, 199, 205]: 

 

UU� (�;<′;>′̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅)⏟⏟⏟⏟⏟
Local Time Derivative

+ UUF� (�;�;<′;>′̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅	)⏟⏟⏟⏟⏟⏟⏟
¿ûü≡ ¿Í$e¯¹�
Í$

= − UUF� [�;<′;>′;�′̅̅̅̅ ̅̅ ̅̅̅ ̅̅ ̅̅̅ ̅̅̅ + 0′(��>;<′ + �<�;>′)̅̅̅̅ ̅̅̅̅̅ ̅̅̅̅ ̅̅̅̅̅ ̅̅̅̅̅ ̅̅̅̅ ̅̅̅̅̅ ̅̅̅̅ ̅̅̅̅̅ ̅]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
�»,ûü≡ Turbulence Diffision

+ UUF� [� UUF� (;<′;>′̅̅̅̅ ̅̅̅ ̅̅ ̅̅)]⏟⏟⏟⏟⏟⏟⏟⏟⏟
�¼,ûü≡Molucular Diffision

−� (;<′;�′̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ U;�UF� + ;>′;�′̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ U;
UF�)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
!ûü≡ Stress Production

−��((
;>′Ô̅̅̅ ̅̅ ̅̅ ̅̅ + (�;>′Ô̅̅̅ ̅̅ ̅̅ ̅̅ )⏟⏟⏟⏟⏟⏟⏟⏟⏟
�ûü≡Buoyancy Production

+ 0′ (U;<′UF> + U;>′UF<)
̅̅̅̅ ̅̅̅ ̅̅̅̅ ̅̅̅ ̅̅̅ ̅̅̅ ̅̅̅ ̅̅̅ ̅̅̅ ̅̅̅ ̅̅̅ ̅̅̅ ̅̅
⏟⏟⏟⏟⏟⏟⏟
�ûü≡Pressure Strain

− 2� U;<′UF� + U;>′UF�
̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅̅ ̅̅ ̅̅

⏟⏟⏟⏟⏟⏟⏟
�ûü≡ Dissipation

− 2�Ω%(;>′;N′̅̅̅̅̅̅̅̅̅̅̅̅̅ �
�N + ;<′;N′̅̅̅̅ ̅̅̅̅ ̅̅̅̅ ̅ ���N)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
&'(≡	Production by System Rotation

 
(143)

Of the various terms in these exact equations �
�, £,,
�, a
�  and &*+ do not require 

any modeling. However, £' ,
�, *
�, �
� and �
� need to be modeled to close the 

equations.  

Several types of RSM models are available. In this work, the Linear Pressure-Strain 

(RSM-LPS) model [197-200] has been used. 
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2.5  Eulerian-Lagrangian approach 

The Eulerian-Lagrangian approach used in this study will be described in the following 

sections. In this approach, the fluid phase is treated as a continuum by solving the 

Navier-Stokes equations, while the dispersed phase is solved by tracking a large number 

of particles through the calculated flow field. 

2.5.1 Particles motion equation 

The trajectory of a discrete phase particle is predicted by integrating the force balance 

on the particle, which is written in a Lagrangian reference frame. This force balance 

equates the particle inertia with the forces acting on the particle, and can be written 

as [173, 206, 207]: 

 ";⃗�"� = %�(;⃗ − ;⃗�)⏟⏟⏟⏟⏟
�ºOË  Íº¹¯

+ ((⃗�� − �)��⏟
�ºOe
��  Íº¹¯

+ %⃗⏟ª�ℎ¯º  Íº¹¯�
 (144)

where ;⃗ is the fluid phase velocity, ;⃗� is the particle velocity, � is the fluid density, �� 
is the density of the particle and %�(;⃗ − ;⃗�) is the drag force per unit particle mass. 

where 

 %� = 18���"�2
��2#24  (145)

where � denotes the molecular viscosity of the fluid, "� is the particle diameter, �� is 

the drag coefficient and 2# is the dispersed phase Reynolds number (or relative 

Reynolds number), which is defined as: 

 2# ≡ �"�∣;� − ;∣�  (146)

2.5.2 Drag force model 

For calculating the drag coefficient of the sand particles, several correlations are 

available in the literature. In this study, we assume that the sand particles are smooth 

and have a spherical shape. In this case, the correlation proposed by Morsi and 

Alexander [208] (for smooth spherical particles) can be used. This empirical correlation 

can be written as a function of dispersed phase Reynolds number as: 
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 �� = �1 + �22# + �32#2 (147)

where �1, �2, and �3 are constants [208]. 

2.5.3 Modeling particles rotation 

For modeling the rotation of the particles on the fluid, an additional force has been 

used. For rotation defined about the (I) axis, the forces on the particles in the Cartesian 

(F) and (H) directions can be written respectively as [176]: 

 
(1 − ���)Ω2F + 2Ω(;�,� − ��� ;�) (148)

 

 
(1 − ���)Ω2H + 2Ω(;�,P − ��� ;P) (149)

where ;�,� and ;� are the particle and fluid velocities in the Cartesian H direction, ;�,P 

and ;P are the particle and fluid velocities in the Cartesian F direction, and Ω is the 

rotational speed. 

2.5.4 Other forces 

In the literature, the Saffman’s lift force, or lift due to shear, can also be included in 

the particles force balance. The lift force evaluated in this study is based on the work 

of Li et al. [209] and Saffman [210]. This lift force is given by: 

 %⃗ = 2«�1/2�"
���"�("L�"�L)1/4 (;⃗ − ;⃗�) (150)

where « is a constant (= 2.594 ) and "
� is the deformation tensor.  
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Chapter 3  

Numerical method                         

 

3.1  Selected wind turbine model 

The acceptance, validation and development of numerical tools for wind turbines have 

all depended, in large part, on the availability of good experimental data under 

controlled conditions. The NREL/NASA AMES wind tunnel experiment in 1999 [211, 

212] may be the most well known experiment of recent decades.  

The experimental measurements conducted by NREL [213] focused on aerodynamic 

loads on the rotor, disregarding wake behaviour; given the absence of detailed flow 

measurements using  advanced techniques such as laser Doppler anemometry (LDA) 

and particle image velocimetry (PIV), this led the Energy Research Centre of the 

Netherlands (ECN) and its partners to perform highly successful aerodynamic 

experiments in Europe's largest wind tunnel, under a program called the MEXICO 

project (Model rotor EXperiments In COntrolled conditions) [214, 215]. 

These MEXICO experiments were carried out in the large-scale, low-speed facility 

(LLF) at the German Dutch wind tunnels (DNW), a high-quality wind tunnel with a 

9.5 x 9.5 m2 open test section. The first series of experiments were performed in 

December 2006 [5, 214, 216].  Between June 20 and July 4, 2014, the New MEXICO 

measurements followed up the first test campaign, using the same model [215, 217].  

In addition to detailed rotor load measurements on the wind turbine blades and 

detailed PIV measurements in the wake contained in both the MEXICO and the New 

MEXICO measurements, another unique feature of the New MEXICO experiment was 

the availability of both natural and tripped flow conditions: these allowed for an 

investigation into the effect of laminar/turbulent transition [75]. 
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Another advantage of using the MEXICO model is the fact that these measurements 

were performed in the open test section of the wind tunnel at DNW, at very low 

turbulence intensity [215]; this rendered  the effect of tunnel geometry negligible, as 

had already been demonstrated in a previous  study [23]. The results can thus be 

generalized for cases under real atmospheric conditions and for full-scale wind turbine 

applications. 

3.1.1 New MEXICO measurements 

The New MEXICO experiments tested three different wind speeds: low wind speed 

(U∞= 10 m/s), design condition (U∞ =15 m/s) and separated flow condition (U∞=24 

m/s) in the both yawed and no-yawed inflow conditions. In this thesis, only the no-

yawed case has been considered.  

 

Figure 20: (a) The German Dutch wind tunnels (DNW), and (b) The MEXICO wind 

turbine model. Reproduced from [5]. 

The pressure distribution at five spanwise positions representing: 25%, 35%, 60%, 82% 

and 92% of the blade span was measured using about 150 dynamic pressure sensors. 

The pressure sensors are distributed on the three blades (Figure 21): Blade 1 (25% and 

35% span), blade 2 (60% span), and blade 3 (82% and 92% span). 

In addition to the pressure measurements, the axial, radial and tangential velocities in 

the three flow directions (x, y and z) at the near wake were measured at the horizontal 

plane (9 o’clock position plan) using PIV stereos. The axial transverses which cover a 

distance about 10 m from upstream to downstream were measured in two positions: 

inboard part (y=0.5 m) and outboard part (y=1.5 m). The radial transverses which 

cover about 3 m have been measured in two positions: upstream (x=-0.3 m) and 

(a) (b) 
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downstream (x=0.3 m) [5, 214-218]. An overview of a detailed MEXICO wind turbine 

within the framework of New MEXICO measurements is shown in Table 3. 

 

Figure 21: MEXICO experiments: pressure sensors distribution and PIV sheet 

position with cameras. Reproduced from [4, 218]. 

Table 3: General information about MEXICO wind turbine model. 

Rotation direction Clockwise 

Power regulation Not present, speed control by 
motor/generator 

Number of blades 3 

Rotational speed 425.1 (rpm) 

Rotor diameter 4.5 (m) 

Blade material Aluminum 7075-T651 Alloy 

Global pitch angle -2.3 (°) 

Tower height  5.12 (m) 

3.1.2 MEXICO blade 

The MEXICO rotor is a three-bladed model of 4.5 m diameter equipped with a pitch 

actuator and speed controller. The MEXICO blade is aerodynamically complicated, 

when compared with other blade models such as NREL blades; the MEXICO blade is 

composed of three different families of aerodynamic profiles [215, 218]: 

(i) The DU91-W2-250 airfoil, developed at Delft University of Technology, is 

applied to the root of the blade, from 20 to 45.6% span. 

(ii) The RISØ-A1-21 airfoil, developed at the National Laboratory of Denmark, 

is applied from 54.4% to 65.6% in mid span. 
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(iii) The NACA 64-418 airfoil, designed by the National Advisory Committee for 

Aeronautics at NASA, is applied in the outer part from 74.4% span. 

The distribution of twist and chord along the MEXICO blade span is shown in Figure 

22 (a). From this figure, we see that twist can reach (16.4°) as the maximum value in 

the root part of the blade. The blade's configuration is shown in Figure 22 (b). For 

more information on tunnel geometry and turbine details, see [5, 214-218]. 

 

Figure 22: (a) Twist/chord distribution along the blade span, and (b) The MEXICO 

blade airfoil configuration. 

3.2  Geometry design 

The 3D geometry of the MEXICO blade was generated based on three datasets of 2D  

airfoil coordinates: (DU91-W2-250, RISØ-A1-21 and NACA 64-418) as well as on the 

detailed blade geometry (given in Appendix A) using SolidWorks Software (see Figure 

23 and 24). 

 

Figure 23: Aerofoil profiles of the blade in SolidWorks. 

(a) (b) 
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Figure 24: Three-dimensional geometry of the MEXICO blade model. 

3.3  Computational domain 

It was not necessary to take the full geometry of a wind turbine (tower and nacelle) 

into account in CFD simulations under no-yawed flow conditions, according to [3, 54, 

63, 133], and, in order to reduce computational time due to the symmetry flow field 

around the MEXICO rotor, the computational domain was constructed only on one 

blade, representing one-third of the full rotor geometry exploiting the 120° symmetry 

of the computational domain. 

The inlet boundary of the computational domain was located five blade radii upstream, 

and the outlet was located ten blade radii downstream (Figure 25). The radius of the 

computational domain was five blade radii. A small zone close to the blade with a 

diameter of two blade radii and a length of one blade radii was designed (Figure 26) 

with two goals in mind: separating the rotating part into stationary parts, and refining 

the grid in the near-blade region.   

 

Figure 25: 3D computational domain and dimensions. 
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Figure 26: Cross-section of the computational domain. 

3.4  Computational mesh 

In each CFD simulation, it is crucial to begin by studying mesh independence, in order 

to find a type of mesh, where the results not be altered by the refinement of the mesh. 

In this study, the ANSYS Mesh CFD software (v 17.2) was used for generating the 

mesh. In this software, different types of meshes and techniques are available. In the 

following sections, the techniques used and the mesh sensitivity test will be presented.  

3.4.1 Mesh strategy 

In the CFD computation of wind turbine aerodynamics, the flow domain entails 

rotating blades and the stationary outer boundaries. The rotation of a wind turbine 

can be treated by either the multiple reference frame (MRF) approach or a moving 

mesh technique. The MRF method, often referred to as a frozen-rotor approach, is a 

steady-state approximation that includes various additional rotational terms in the 

governing equations expressed in the rotating zone. It is appropriate especially for 

RANS simulations [3]. The moving mesh approach is more computationally expensive 

[219]. In this work, the MRF approach has been used. 

The mesh strategy can be classified into sliding mesh technique and overset (also known 

as Chimera or composite) grid method [220]. Figure 27 illustrates the difference 

between theses techniques. The Chimera grid approach entails a rotating cylinder 

overlapped on a stationary mesh, whereas the sliding mesh employs a rotating 

cylindrical mesh sliding along the interface separating the dynamic from stationary 

subdomains. Each approach has strength and weakness. The Chimera mesh is easier to 

create but computationally more demanding in comparison with sliding mesh. The 

2 = 2.25 . 
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sliding mesh methodology is moderately more popular [3, 27], thus, it has been used in 

this work. 

 

Figure 27: The representative diagram of (left) overset grid, and (right) sliding mesh 

technique. Reproduced from [3, 219]. 

3.4.1 Prismatic layers  

Using an unstructured flow solver with tetrahedral cells, the grid generation process is 

less cumbersome. But the problem of resolving very thin boundary layers using 

tetrahedral cells is well known [10, 27], and it may be necessary to combine the solver 

with some kind of prismatic grids near the blade surface to avoid this problem.  

For generating prismatic layers, two parameters are needed to define, the first element 

height and the mesh growth rate.   

In this work, the first element height has been estimated using the inverse H+ 

relationship as: 

 H� = H+�CE�    (151)

where H� is the first element height close to the blade wall and CE  is the friction velocity 

defined by: 

 CE = √ ���  (152)

where �� is the wall shear stress defined as: 
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 �� = 12� �C∞2   (153)

where �  is the skin friction, which it has been estimated in this work using Schlichting 

correlation [221]: 

  � = [2 log10(2#) − 0.65]−2.3 b�1 2# < 109 (154)

where 2# is the Reynolds number, based on the blade radius R: 

 2# = �C∞2�  (155)

In this study, the value of 1.2 was used for the mesh growth rate. This value was chosen 

from experiences by comparing different values raining from 1.05 to 1.3.  

 

Figure 28: Section view of the mesh at 60 % of the blade span. 

 

Figure 29: Details of the prismatic layers in proximity of the leading edge (left) and 

trailing edge (right). 
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3.4.2 Mesh sensitivity test 

In this study, three cases of tetrahedral mesh representing coarse, medium and fine 

mesh have been tested (Table 4). The mesh sensitivity test has been investigated only 

for low Reynolds models at medium wind speed (U∞=15 m/s), thereafter, the selected 

parameters have been applied for the high Reynolds mesh. The maximum and the 

minimum of cells size values for the stationary domain were fixed respectively at 0.2 m 

and 10-3 m. The blade surface has been divided into 105 elements for all mesh tests 

(Figure 30). 

 

Figure 30: Details of the mesh on the blade surface at (left) tip region and (right) 

root region. 

Table 5 presents the comparison of the power and the relative error for the three mesh 

cases. Figure 31 shows the comparison of normal force distribution along the blade for 

the three meshes. According to the table and the figure, it is clear that the medium 

mesh gives results closer to the fine mesh: the difference between the errors is less than 

1% (see Table 5). Therefore, the medium mesh has been selected for low Reynolds 

models in this work.  

Table 4: The three tested meshes. 

               Fine Medium Coarse 

Maximum size of rotating zone 
elements (m) 

9.5×10-3 2×10-2 3.5×10-2 

Nodes number 12,305786 5,191504 2,314206 

Elements number 63,728406 21,902364 6,295597 
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Table 5: Mesh sensitivity study. 

Mesh case Node Number (×106) Power (kw) Error (%) 

Coarse 2.314206 12.121 14.10 

Medium  5.191504 15.066 06.76 

Fine 12.305786 14.912 05.67 

 

 

Figure 31: Low Reynolds mesh sensitivity test, comparison of normal forces along 

the blade for (U∞ = 15 m/s) using three mesh cases. 

3.4.3 Selected mesh information 

The mesh selected for low Reynolds models contained approximately 5.1 million mesh 

elements in the one-third computational domain. The height of the first-floor mesh 

element was approximately 10−6 m, ensuring that H+ would remain below 1 on the 

blade surface (see Table 6). The mesh selected for high Reynolds models contained 

approximately 4.1 million mesh elements. The height of the first-floor mesh element 

was approximately 4 × 10−5 m, which ensured that H+ was close to 30-200 on the blade 

surface for applying the logarithmic wall function in this region (Figure 32 and 33). 
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Figure 32: Distribution of y+ at five blade sections for; (a) low Reynolds mesh and 

(b) high Reynolds mesh respectively. 

 

 

 
 
 
 
 

 
 
 
 
 
 
 
 

 

 

Stationary Zone 

Rotating Zone 

High Reynolds Mesh 

Low Reynolds Mesh 

(a) (b) 

Section view of the volume mesh showing higher 

density of elements in proximity of the blade. 

P
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Figure 33: Details of the mesh for high and low Reynolds models. 
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Table 6: Detail information for low Reynolds mesh 

Part Elements Nodes 

Stationary part      - 249274 

Rotating part      - 4,942230 

Blade surface      - 107380 

Interfaces                        - 26748 

Other surfaces      - 40048 

Prismatic layers      - 2,077468 

Total 21,902364 5,191504 
  

3.5  Boundary conditions 

Figure 34 shows the boundary conditions list used in this study.  

 

Figure 34: Boundary conditions. 

3.5.1 Inlet  

When treating numerically the turbulent flow around HAWTs, many boundary 

conditions must be defined at the inlet of the computational domain. Since the variables 

of the problem are the velocities and the pressure in each point of the mesh. These 

variables are needed to define at the inlet of the computational domain. 

3.5.1.1  Velocity  

In this study, a constant uniform velocity corresponding to each studied case was 

specified in the inlet boundary using the Cartesian coordinates system.  

Inlet 

Symmetry 

Outlet 

Symmetry Periodic zones 

MRF zone 
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3.5.1.2  Pressure  

In the solver, for the incompressible flows, all the pressure values to be defined in the 

boundary conditions (or calculated by the Navier-Stokes equations) are represented by 

the gauge pressure, which is the difference between the absolute pressure and the 

operating pressure. Therefore, in this study, the obvious choice was to put the value 

equal to zero so that the pressure at the inlet would be equal to the atmospheric 

operating pressure (operating pressure corresponding to each case was used). 

3.5.1.3  Turbulence quantities 

In this study, theoretical/empirical correlations have been used to estimate the 

turbulence quantities in the inlet boundary for each turbulence model. These 

correlations are related to more convenient quantities such as: turbulence intensity (°) 
and turbulence length scale (-), where the turbulence intensity was defined as a low 

value °∞ = 0.2 % [215]. The turbulence length scale can be estimated from the 

boundary layer thickness, �99, by: 0.4 × �99, as reported in the reference [173].  

For the Spalart-Allmaras model, the turbulent viscosity � ̃can be estimated as [190]: 

 �∞̃ = √32 C∞°∞-  (156)

For the +–� models, the turbulent kinetic energy and its dissipation rate are respectively 

calculated as fellows [201, 222]: 

 +∞ = 32 (C∞°∞)2  (157)

 �∞ = ��3/4+∞3/2
-  (158)

For the +–Q models, the + is calculated by the same manner as in the +–� models, and 

the specified dissipation rate Q was estimated by: 

 ω∞ = +∞1/2
��3/4-  (159)

For the +-+©-Q transitional model, the + and Q are calculated by equation (157) and 

equation (159) respectively. For the laminar kinetic energy +©, a recommended value of 

10−6(.2/[2) for external flows has been used [173].  
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For the transitional �-2#3 model, the intermittency the intermittency is equal to one 

at the inlet according to the reference [203, 204].  

For the RSM model, the Reynolds stresses tensor is defined by [173, 199]: 

 ;<′2̅̅̅ ̅̅ ̅̅̅ = 23 +      ¢ = 1,2,3 (160)

and  

 ;<′;>′̅̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 0.0   (161)

3.5.2 Outlet 

In the outlet boundary, static pressure was imposed and was equal to the ambient 

pressure of the wind tunnel corresponding to each case. All other flow quantities are 

extrapolated from the interior. 

3.5.3 Near wall treatment 

3.5.3.1  Velocity  

Turbulent flows are significantly affected by the presence of walls. Numerous 

experiments have shown that the near-wall region can be largely subdivided into three 

layers [223, 224]. In the innermost layer, called the “viscous sublayer”, the flow is 

almost laminar, and the (molecular) viscosity plays a dominant role in momentum and 

heat or mass transfer. In the outer layer, called the fully-turbulent layer, turbulence 

plays a major role. Finally, there is an interim region between the viscous sublayer and 

the fully turbulent layer where the effects of molecular viscosity and turbulence are 

equally important. Figure 35 illustrates these subdivisions of the near-wall region, 

plotted in semi-log coordinates. 

Traditionally, there are two approaches to applying RANS turbulence models in cases 

of flow around wind turbine blades: either via full near-wall resolution (low Reynolds 

models) using a sufficient fine mesh in the near wall to capture the boundary layer and 

the point of separation, or via a wall function approach that avoids near-wall (viscous 

sublayer and buffer layer) resolution. This technique is called the high Reynolds model 

approach, and its main advantage is that it reduces calculation time by reducing 

computational mesh size [7, 70].  
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Figure 35: Law of the wall and concept of the logarithmic wall function [176]. 

In this work, the non-slip condition (C� = 0) has been applied for low Reynolds models 

and the standard wall function (Equation 162) has been used for high Reynolds models: 

 C���1/4+�1/2
��� = 1o ln (Ê ���1/4+�1/2H�� ) (162)

where C� and H� are the velocity and the height at the near-wall node (P). +� denotes 

the turbulent kinetic energy at the near-wall node. 

3.5.3.2  Turbulence quantities 

The turbulent kinetic energy + at the wall is calculated from: 

 U+U  = 0 (163)

where   is the local coordinate normal to the wall.  

The dissipation rate � at the wall is given by: 

  �� = ��3/4+�3/2
oH�  (164)

The specific dissipation rate Q is: 

 Q� = 6�(CE2)�
(H+2) (165)
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For the +-+©-Q model, both laminar and turbulent kinetic energy are zero at the wall 

(+p = +©� = 0), and the boundary condition for Q is: 

 UQU  = 0 (166)

3.5.4 Periodic conditions 

Since the wind turbine rotor rotates at a constant angular velocity thus presenting a 

periodically repeating nature; the software allows applying periodic boundary 

conditions to specific surfaces as shown in Figure 36 giving the great advantage of 

reducing the size of the computational domain.  

Using the periodic conditions, all the flow variables are calculated as fellows: 

 �(⃗1i, Ô) = �(⃗1i, Ô1 − 120° );        n = 1,2,3  (167)

 

   

 

 

 

 

  

 

 

 

 

 

3.5.5 Symmetry  

The “Symmetry” boundary condition assumes a zero flux of all quantities across a 

symmetry boundary. There is no convective flux across a symmetry plane: the normal 

velocity component at the symmetry plane is thus zero. There is no diffusion flux across 

a symmetry plane: the normal gradients of all flow variables are thus zero at the 

(11, Ô1) 

(12, Ô2) 

Figure 36: The periodic conditions. 
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symmetry plane. The symmetry boundary condition can therefore be summarized as 

follows [176]: 

(i) zero normal velocity at a symmetry plane (;$ÍºNOL = 0); 
(ii) zero normal gradients of all variables at a symmetry plane ( "

"$ (;, 0, +,… ) = 0).  
3.5.6 Interfaces 

In this study, an interface technique was applied to separate rotating parts from 

stationary parts. Because the velocities in both the rotating and stationary parts were 

stored in the absolute frame, velocities were determined in the interface between two 

domains based on absolute velocity; scalar quantities such as density and pressure were 

calculated locally, from adjacent cells. 

3.5.7 Moving Reference Frame (MRF) 

The Multiple Reference Frame (MRF) model [225] is the simplest model used for 

modeling flow field over rotating objects; this steady-state approach is based on the 

additional terms in the momentum equations, which lead to an increase in acceleration 

of fluid resulting from the blades' rotation [7].  

The axis of rotation, as illustrated in Figure 37, is defined by a unit direction 

vector ,- such that: 

 Q⃗⃗⃗⃗ = Q� ⃗ (168)

The fluid velocities can be transformed from the stationary frame to the rotating frame 

using the following relation: 

 'º⃗ = ' ⃗ − U⃗⃗⃗⃗⃗⃗º (169)

where  

  C⃗º = '�⃗ + Q⃗⃗⃗⃗ × 1 ⃗ (170)

Based on the absolute velocity formulation, the governing equations of fluid flow 

(Navier-Stokes) within the framework of MRF can be written as follows: 

 ∇. �'º⃗ = 0 (171)
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 ∇. (�'º⃗' ⃗) + �[Q⃗⃗⃗⃗ × ' ⃗ ] = −∇p + ∇τ̿ (172)

where [Q⃗⃗⃗⃗ × ' ⃗ ]represents the Coriolis and centripetal accelerations. 

 

Figure 37: Stationary and Moving Reference Frame (MRF) [173]. 

3.6  Numerical resolution 

This section focuses on two points used in the numerical methodology: (i) the numerical 

method used to solve the particles motion equations, and (ii) the methodology used for 

coupling between the two phases: continuous and dispersed phase. 

3.6.1.1  Integration of particle motion equation 

The particle motion equation presented in the end of previous chapter (Equation 144) 

can be cast into the following general form: 

 U;�U� = %�(; − ;�) + %µ (173)

where the term %µ includes accelerations due to all other forces except drag force. 

This ordinary differential equation can be solved for constant values of ;, %� 

and %µ using four different methods as follows:  

(i) The equation (173) can be solved by analytical integration. For the particle 

velocity at the new location ;�$+1 we get: 

 ;�$+1 = ;$ + exp(−%�∆�) (;�$ − ;$) − (%µ/%�)(exp(−%�∆�) − 1) (174)
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where ;�$ is the old particle location and ;$ is the old mean fluid velocity. 

(ii) The equation (173) can be solved using numerical discretization schemes as: 

 ;�$+1 = ;�$ + ∆�(%µ + %�;$)1 + %�∆�  (175)

(iii) The equation (173) can be solved using a trapezoidal discretization as: 

 ;�$+1 − ;�$∆� = %�(;∗ − ;�∗) (176)

The average values ;∗ and ;�∗  are calculated from: 

 ;�∗ = 12 (;�$ + ;�$+1) (177)

 ;∗ = 12 (;$ + ;$+1) (178)

 ;$+1 = ;$ + ∆�;�∗ .∇;$ (179)

Finally, the particle velocity at the new location ;�$+1 is calculated by: 

 ;�$+1 = ;�$ (1 − 12FD∆�) + FD∆�(;$ + 12∆�;�$.∇;$) + ∆�%µ$
1 + 12FD∆�  (180)

(iv) The equation (173) can be solved using a modified Runge-Kutta scheme [226].  

In this scheme, the ordinary differential equations can be considered as vectors, 

where the left-hand side is the derivative H′⃗ and the right-hand side is an arbitrary 

function b(⃗�, H)⃗. 
 

 H′⃗ = b(⃗�, H)⃗ 
(181)

 H$⃗+1 = H$⃗ + �1+⃗1 + �2+⃗2 + �3+⃗3 + �4+⃗4 + �5+⃗5 + �6+⃗6  (182)

with  

 +⃗1 = ∆�b(⃗�, H$⃗) (183)

 +⃗2 = ∆�b(⃗� + �2∆�, H$⃗ + é21+⃗1) (184)

 +⃗3 = ∆�b(⃗� + �3∆�, H$⃗ + é31+⃗1 + é32+⃗2) (185)

 +⃗4 = ∆�b(⃗� + �4∆�, H$⃗ + é41+⃗1 + é42+⃗2 + é43+⃗3) (186)

 +⃗5 = ∆�b(⃗� + �5∆�, H$⃗ + é51+⃗1 + é52+⃗2 + é53+⃗3 + é54+⃗4) (187)
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 +⃗6 = ∆�b(⃗� + �6∆�, H$⃗ + é61+⃗1 + é62+⃗2 + é63+⃗3 + é64+⃗4 + é65+⃗5) (188)

The coefficients �2 … �6, é21 … é65, and �1 … �6 are taken from Cash and Karp [226]. 

In this study, the comparison between these four methods was performed. It has been 

shown that two methods gave very similar results (Trapezoidal and Runge-Kutta). The 

Runge-Kutta gives the solutions in less calculation time. The both analytic and implicit 

schemes were not converged especially for high concentrations. Therefore, the Runge-

Kutta scheme has been used in this work. 

3.6.1.2  Coupling between phases 

The Eulerian-Lagrangian model used for its original formulation was developed to 

predict particle trajectories from the characteristics of the fluid phase. It is clear in the 

particles motion equation (173) that the fluid velocity is included in the particle balance 

equation, so that the continuous phase can influence the discrete phase. This type of 

coupling is called one-way coupling. In this approach, the discrete phase does not 

influence the continuous phase. However, in this study, it is interesting to see the 

influence of the continuous phase by the particles. For this reason, we included the 

influence of the particles represented by the sum of force change as a source term in 

the continuous phase. This type of coupling is called two-way coupling, see Figure 38. 

Here, the model developed by Crowe et al [227] has been used for coupling between the 

phases. This model is implemented in the new versions of the solver. 

 

Figure 38: Momentum Transfer between the discrete and continuous phases. 
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The momentum transfer from the continuous phase to the discrete phase is calculated 

by examining the change in momentum of a particle as it passes through each control 

volume. This momentum change is computed as [173, 227]: 

 % = ∑(18���2#24��"�2 (; − ;�) + ((⃗�� − �)�� + %/½0 ).̇�∆� (189)

where .̇� is the mass flow rate of the particles and ∆� is the time step. 

This momentum exchange appears as a momentum sink in the continuous phase 

momentum balance in any subsequent calculations of the continuous phase flow field. 

The procedure of the coupling used, in this study, can be summarized as follows: 

1. Solve the continuous phase flow field (prior to introduction of the discrete 

phase). 

2. Introduce the discrete phase by calculating the particle trajectories for each 

discrete phase injection. 

3. Recalculate the continuous phase flow, using the interphase exchange of 

momentum and mass determined during the previous particle calculation. 

4. Recalculate the discrete phase trajectories in the modified continuous phase flow 

field. 

5. Repeat the previous two steps until a converged solution is achieved in which 

both the continuous phase flow field and the discrete phase particle trajectories 

are unchanged with each additional calculation. 

3.7  High Performance Computing (HPC) 

Computational Fluid Dynamics (CFD) problems are among the most demanding 

scientific computing problems in terms of the computational resources they require. 

Today, with the development of computing resources, it is possible to use multicore 

computers exploiting the so-called parallel processing to perform the CFD simulations 

using high performance computing supercomputers (or clusters) [228]. This technique 

can reduce the computational time importantly compared with single computer 

computing and it allows to treating a more complex phenomenon.   

In this technique, the computational domain is divided into a number of smaller 

subdomains. Each subdomain is treated by a separate processor (also known as cores 
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or CPU), and finally, the solutions of the full domain can get by a connection with 

processors. In the literature, there are two fundamental types of parallel processing: (i) 

a single computer with multiple internal processors, named as a shared-memory parallel 

processing; (ii) a set of computers interconnected through a network, named as a 

distributed memory parallel processing [229].  

In this work, all the simulations have been performed using the Guillimin cluster, which 

is one of the largest high-performance computing supercomputers in Canada, (Figure 

39). This cluster is installed in McGill HPC (McGill University's center for High-

Performance Computing). It comprises more than 21000 processing cores running on 

the latest Intel Sandy Bridge and Westmere processors.  

Because the server is based on Linux environment and it is not possible to execute the 

interface of the CFD solver, text command files based on Linux batch have been 

developed to launch and control the simulations in the server. The geometry and the 

mesh of computational domain were performed using a parallel PC with 64 GB RAM 

and 6 x 3.31 GHz CPU. Finally, the results were treated using CFD-Post processing 

for the contours and the MATLAB software for curves.  

 

Figure 39: High performance computing Guillimin cluster [230]. 
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Chapter 4  

Results and discussion: Comparison 

between different turbulence models  

 

In this chapter, the results of the CFD simulations will be presented. This study's main 

contribution is in establishing which RANS models can produce quantitatively reliable 

numerical predictions of turbulent flow around wind turbine rotors. The CFD results 

under wide range of flow conditions varied from attached to separated flow are 

compared with the experimental data (New MEXICO measurements) and they have 

been analyzed with respect to different parameters: the pressure on different spanwise 

sections, aerodynamic forces, torque, thrust and the mechanical power. In addition, 

different velocities in the near wake have been investigated. Ten different RANS 

turbulence models were investigated: Spalart–Allmaras [190]; Standard +–� [191]; +–� 

RNG [192]; +–� Realizable [193]; Standard +–Q [186]; +–Q BSL [194]; +–Q SST [194]; 

+–+©– Q [195]; ._Reθ [196] and 24`--a4 [197].  

4.1  Operating conditions 

In this study, steady simulations were carried out based on the numerical resolution of 

the Navier-Stokes equations using a finite-volume method based on a cell-centered 

scheme using the ANSYS Fluent 17.2 CFD solver. The simulations cover three no-

yawed flow conditions, where flow over the MEXICO rotor varies from fully attached 

to massively separated. The operating flow conditions for the three cases investigated 

in this study are shown in Table 7. It should be mentioned here that both standard +–

Q and +–Q BSL models are given overpredictions (in which the error exceeded 80% for 

all cases, see Appendix B), therefore, their results are not presented in this section.   



CHAP.4 COMPARISON BETWEEN DIFFERENT RANS MODELS  

 89

Table 7: Operating conditions of the new MEXICO measurements. 

Case Ý42 C∞ (./[) � (+(/.3 ) 0∞ (0�) 
1 10 10.05 1.197 101398 

2 6.7 15.06 1.191 101345 

3 4 24.05 1.195 101407 

4.2  Attached and separated flow   

Figure 40 shows the streamlines in the suction side of the blade, simulated at three 

cases (U∞=10, 15 and 24 m/s) using the +–� (RNG) turbulence model. At the first 

wind speed, (U∞=10 m/s), we see that the flow is attached to the whole blade at this 

low velocity; however, a slight radial component appearing at the root of the blade is 

noticeable, likely due to vortex shedding in this region (Figure 41).  In the second case, 

(U∞=15 m/s), this separated component increased somewhat in the root part of the 

blade, especially along its leading edge; the flow remained attached in the blade. At 

the wind speed of 24 m/s, separations of flow appeared on the suction side of the entire 

blade, from its leading to its trailing edges, unlike what we observed in the first and 

second cases, where the separation zones did not exceed the 0.25xR blade span. The 

separation zone rose higher than the 0.92xR region in the third case, reflecting an 

increased wind speed effect on boundary layer separation. 

 

 

 

 

Figure 40: Limiting streamlines on the suction side of the MEXICO blade showing 

the attached and separated flow for three studied cases.  

U∞=10 m/s 0.25xR span 
0.92xR span 

U∞=15 m/s 

U∞=24 m/s 
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Figure 41: Development of the vortex in the downstream behind the rotor. 

4.3  Pressure distribution 

The pressure distribution in the blade surface is an important factor in the 

aerodynamics of wind turbines. Because all the rotor performances (normal and 

tangential forces, thrust, torque and power) are calculated by the integration of the 

pressure distribution along the blade surface. In the aerodynamics of wind turbines, 

the pressure distribution is usually represented by the pressure coefficient, which is 

calculated as fellows: 

 �� = 0 − 0∞0.5�(C∞2 +(�1)2) (190)

where: 0 and 0∞ are the static pressure at the blade surface and the static pressure in 

the freestream , � is the fluid density, C∞ is the freestream wind speed, � is the rotor 

rotational speed and 1 is the local radius of the blade.   

Distribution of measured and calculated local surface pressure coefficients surrounding 

the five spanwise sections of the blade were compared, as shown in Figures 43, 44, and 

45. For the first case investigated (Figure 34), U∞=10 m/s which was categorized as 

having low wind speed. Flow was mostly attached and pressure distribution for all the 

turbulence models showed very good agreement, with the exception of the inboard 

sections at low wind speed, where we know from [75, 215] that the pressure sensors' 

Tip Vortex 

Root Vortex 



CHAP.4 COMPARISON BETWEEN DIFFERENT RANS MODELS  

 91

range is insufficient for resolving the actual physics. This reflects the ability of both 

low and high Reynolds RANS turbulence models to predict attached flows. 

 

Figure 42: Five spanwise sections of the MEXICO blade. 

In the second case investigated, U∞=15 m/s, which has been categorized as the onset 

of stall (Figure 44). The difference between the models begins to appear. Good 

agreement with the experimental data was observed for all turbulence models on the 

root part of the blade (when r/R < 0.6), with the exception the standard +–� model 

which underestimated the pressure in the extrados parts especially close to the leading 

edge of the DU profiles. On the outer part of the blade (r/R ≥ 0.6) underestimations 

of different low and high Reynolds models (24` ,._Reθ, +–� SST, standard +–�) were 

observed on the extrados where the flow is mostly separated. However, different models 

are given good agreement with the experimental (such as, +–� realizable, +–� RNG, +–

+©– Q and Spalart–Allmaras models).  

Figure 45 shows the pressure coefficient distributions in the last case investigated, 

U∞=24 m/s; these were classified as separated flow conditions. The difference between 

the models increases from root to tip of the blade. For the first blade sections (r/R = 

0.25-0.35), good agreements were observed for the most turbulence models. However, 

from the section r/R = 0.6, the difficulty of capturing the separation for different models 

(especially for 24` , ._Reθ, +–Q SST, standard +–� models) are very clear in the 

extrados surfaces (especially at the root of the blade at RISØ and NACA regions). It 

has been shown that the 24` high Reynolds model gives poor predictions in all cases. 

The most accurate results are given by the transitional +-+©-Q model. This reflects the 

ability of this transitional model to well predict the separated flows at higher wind 

speeds.  

 

r/R=0.92 
r/R=0.82 

r/R=0.60 
r/R=0.35 

r/R=0.25 
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Figure 43: Comparison between CFD results and experimental pressure coefficient 

distributions at five spanwise sections, case 1 (U∞=10 m/s). 
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Figure 44: Comparison between CFD results and experimental pressure coefficient 

distributions at five spanwise sections, case 2 (U∞=15 m/s). 
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Figure 45: Comparison between CFD results and experimental pressure coefficient 

distributions at five spanwise sections, case 3 (U∞=24 m/s). 
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4.4  Flow visualisation  

4.4.1 Flow path-lines 

In order to further understand the characteristics of the flow at different wind speeds, 

Figure 46 shows the flow path-lines and the static pressure contours, at five radial span 

sections of the blade, simulated using the transitional +-+©-Q turbulence model. It can 

be seen that, from Figure 46, the angle of attack increases in each case from tip to root 

of the blade due to the augmentation of twist angle. This angle increases also duo to 

the augmentation of incoming wind speed. It can be seen also from the Figure 46 that 

a strong separation appears at high wind speed (U∞=24 m/s) in upper sections of 

airfoils (extrados), especially at the trailing edge of airfoils, where the flow remains 

attached in the lower surface (intrados) of the blade. This explains why most of 

turbulence models were well predicted the pressure in the lower surface and the great 

difference between models at the upper surface of the blade; the prediction of the RANS 

models decreases with the increase of the flow separation. 

4.4.2 Pressure contours 

Looking now at the pressure coefficient contours presented in Figure 46, it can be seen 

that the pressure coefficient on the lower surface (intrados) is higher than the pressure 

coefficient on the upper surface (extrados) for all cases. This difference of pressure can 

generate a force in the normal direction of the blade surface, which leads to the drag 

force on the wind turbine and also, due to the blade angle of attack, a force in the 

circumferential direction, which causes to the blade rotation and power generation.  

This difference of pressure is directly related to the angle of attack; the difference in 

pressure increases very rapidly, going from the root towards the tip of the blade due 

to the increase of the angle of attack. In addition, at the same suction of the blade, the 

pressure difference increases with the increase of wind speed. 
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C∞ = 10 ./[ C∞ = 15 ./[ C∞ = 24 ./[  
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Figure 47: Schematic of velocities and angle of attack on a blade airfoil. 

Figure 46: Pressure coefficient contours and streamlines at five span-wise sections 
normal to the blade surface. 
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4.5  Aerodynamic loads  

To examine the ability of turbulence models on predicting the aerodynamic 

performance of the rotor, the CFD computations of low and high Reynolds models were 

compared to the measured data, with respect to integral loads. The loads, in both the 

experiment and in computations, were derived from the five sectional pressure 

distributions by integration (as presented in Figure 42).   

Because viscous friction contributions are not available in the experiment, friction is 

not included in the load determination from the CFD computations; in this case, the 

normal and tangential forces are calculated respectively from pressure on the upper 

and lower airfoil surface by: 

 

%& = − ∫ aÐ
'3

,3
"FÐ + ∫ aL

'3

,3
"FL 

(191)

 %' = ∫ aÐ
'3

,3
"HÐ − ∫ aL

'3

,3
"HL (192)

4.5.1 Normal force 

The comparison of the distribution of averaged normal and tangential forces along the 

blade is presented in Figure 48. Looking firstly at the normal forces, we can see that 

the normal force, in the experimental, increases from the root to the tip of the blade 

by a linear relation. This increase is due to the fast variation of airfoil characteristics 

(shape, twist and chord). In addition, the normal forces also increase with the increase 

of wind speed due to the augmentation of pressure difference between upper and lower 

sections of the blade as shown numerically in Figure 46. 

The comparison of normal forces between the turbulence models presented in Figure 

48 shows that for low wind speed, were the flow is attached, good quantitatively 

agreements for all models have been found. The most accurate models for this wind 

speed are the low Reynolds models: +–Q SST, �_Reθ and +–+©– Q.  

The Spalart–Allmaras model and the all tested models of the +–� have given good 

agreement with the measurements. However, a slight deviation at the tip of the blade 

was observed. It has also been shown that the 24` high Reynolds turbulence model 

gives an underprediction at the tip part of the blade.  
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With the increase in the wind speed, the difference between turbulence models began 

to appear. At the medium wind speed (U∞=15 m/s), most turbulence models give great 

deviation from the medium of the blade up to the tip (r/R ≥ 0.6). However, at the root 

part of the blade, all turbulence models give a good prediction. The most accurate 

model that gave a good agreement with the experimental at the root as well as at the 

tip parts is the transitional +–+©– Q low Reynolds model.  

At high wind speed, (U∞=24 m/s), where the flow is mostly separated, the difference 

between the models is increased. In this wind speed, four turbulence models gave a 

good prediction: the Spalart–Allmaras, the +–� RNG, the standard +–� and the 

transitional +–+©– Q models. 

4.5.2 Tangential force 

Looking now at the tangential forces that are the most important forces of the wind 

turbine. The tangential forces are the most difficult to predict them. From the Figure 

48, we can see that the variation of the tangential force increases along the blade with 

a non-linear relationship.  

At low wind speed, the curve shape of all models was in good agreement with the 

experimental, with the exception of the standard +–� model, which know an under-

prediction in the medium of the blade. At this low wind speed, good quantitative results 

were found for all turbulence models. However, a slight underprediction wqs observed 

for the Spalart–Allmaras and for the 24` models. In addition, an overestimation for 

different turbulence models (such as Realizable +–�, +–+©– Q, �_Reθ models) was found 

at the tip of the blade.  
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Figure 48: Normal and tangential forces distribution along the blade for different free 

stream velocities. 
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4.6  Rotor performances 

In order to evaluate the prediction of the different turbulence models on the 

aerodynamic performance of the rotor, the thrust, torque and mechanical power are 

calculated and compared with the experimental data. The thrust is calculated by 

integration of the normal forces along the blade, the torques are calculated by 

integration of tangential force along the blade. The multiplication of the torque by the 

rotational speed gives the power. The performances are integrated using a trapezoid 

method. The integration was based on a simple linear variation between the sections 

assuming zero value at the root and at the tip of the blade.  

The power coefficient, which represents the normalized power by (0.5�422C∞3 ), as a 

function of the tip speed ratio is presented in Figure 49. To see the accuracy of the 

studied models, Table 8 shows the relative error of the power (or torque) and the thrust 

calculated from the experimental data as a function of the corresponding time for a 

one CPU. It has been shown that the most accurate turbulence model is the +–+©– Q 

model which has given reliable results for all cases, where the maximum error does not 

exceed the 5% in all simulated cases. For low and medium wind speeds, series of models 

gave reasonable results (such as +–� RNG, �_Reθ and +–Q SST) where the maximum 

error varied between 4-20%. For high wind speed, it has been shown that the Spalart–

Allmaras model which is specifically designated for high velocities gives reliable results. 

The investigation of the computational time presented in the Figures 50-51 reveals that 

the tested turbulence models based on the Boussinesq assumption (Eddy Viscosity 

Modes, EVM) consume almost the same computational time, except the +–+©– Q 

transitional turbulence model which need three times (compared by other EVM 

models). However, this computational time is considered reasonable if we see the the 

accuracy of this model. 

It has also been found that the RSM-PSL tested model gives the poor results and it 

consumed an important time represented 15 times (compared by EVM models) in all 

cases. This may be due to the numerical discretization of momentum equation which 

is discretized using first-order upwind scheme due to the convergence problem, or may 

be the problem due to the nature of formulation of the RSM with wall corrections. 
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Figure 49: Comparison between CFD, experimental and theoretical results of the 

distribution of power coefficient as a function of tip speed ratio. 
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Table 8: Thrust and power relative errors vs computational time per one CPU. 

  

  

 

  

 

 

 

 

 

 

 

  

 Computational Time 
(hour) per 1CPU  

Relative Error (%) Thrust Relative Error (%) Power 

Turbulence model U∞=10 
(m/s) 

U∞=15 
(m/s) 

U∞=24 
(m/s) 

U∞=10 
(m/s) 

U∞=15 
(m/s) 

U∞=24 
(m/s) 

U∞=10 
(m/s) 

U∞=15 
(m/s) 

U∞=24 
(m/s) 

Spalart–Allmaras 38.48 36.24 34.32 12.0816 14.8609 8.6530 39.1461  2.0713 16.2124 
Standard  +–� 34.68 29.32 26.20 14.4581 21.1895 8.5305 38.1861 16.9697 36.3669 +–� RNG 27.08 23.76 36.48 10.7153 17.8885 19.9885 10.5090 10.8601 27.8550 +–� Realizable 25.17 22.21 29.96 12.7332 16.8295 14.4586 32.7600  2.2257 19.9583 +–Q SST 20.48 18.20 31.72 6.1126 19.1624 23.9360 12.8833  4.3389 45.7984 +–+©– Q 172.08 131.28 120.56 2.7333 5.1414 2.4324  2.1045  4.8173  4.1586 �_Reθ 22.00 27.64 20.00 3.3959 14.8865 20.4991 14.2040 13.1897 56.6020 24` − -a4 755.48 525.8 431.8 23.5569 40.7006 33.0840 49.7778 53.8683 62.9100 
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Figure 50: The relative error based on the thrust for different turbulence models. 

 

Figure 51: The relative error based on the power for different turbulence models.
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Figure 52: An overview of the line positions in which the velocities were measured in 

the new MEXICO measurements; (this figure does not respect the actual dimensions). 

4.7  Wake behavior 

The components of the velocities represented in this section respect the MEXICO 

experimental components, the axial velocity (U) reported along (x) axis direction 

pointing in the flow direction, the radial velocity (V) along the (y) axis perpendicular 

to the flow direction and tangential velocity (W) along the (z) axis pointing vertically 

up. The axial velocities were extracted from inboard (x=-0.5 m) and outboard (x=-1.5 

m) traverses positions at the 9 o’clock position plane, and the radial velocities were 

extracted from upstream (y=-0.3 m) and downstream (y=+0.3 m) traverses of the 

rotor, see Figure 52.  The objective of this section is to evaluate the accuracy of studied 

turbulence models on the predicting the velocities in the near wake. 

 

 

  

 

 

 

 

  

 

 

4.7.1 Axial velocity profile 

Figures 53-54 represent the variations of three velocity components U, V and W in the 

inboard and outboard traverses. Looking firstly at the axial velocity profiles in the 

outboard of the blade (y=1.5 m). The PIV results revealed that the axial velocity 

profile (U) at each case starts with a constant value (free stream wind speed), and then 

it decreases rapidly on the level of the rotor due to the rotating of blades until it reaches 

a fixed value downstream of the rotor, where the velocity profile is stabilized.  

The prediction of this velocity induction is very important factor especially for studying 

the interaction between turbines installed in wind farms. Because the wind speed in 

the experimental was incoming of the axial direction, the radial (v) and tangential (w) 

9 o’clock position plane 

� 
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velocity profiles start with zero value in the upstream of the rotor. Then, as a result of 

the variation in the fluid velocity due to the blades rotation, the radial and tangential 

velocities begin to gradually appear for taking a maximum variation at the level of the 

rotor. This variation disappeared progressively until it re-stabilized at zero value 

behind the rotor in the far wake.  

The axial velocity profiles in the inboard (y=0.5 m) of the blade only at the wind speed 

of 15 m/s was presented in Figure 53; other wind speeds are not available in the new 

MEXICO experiments. In this region (inboard section), the flow is more complicated 

due to the developments of the root vorticities due to the great nacelle geometry of the 

MEXICO rotor.  

The comparison between selected turbulence models reveals that all the models give 

good prediction and the same results for three velocities components in upstream before 

the interaction of the rotor. After the interaction, over-estimations with varying degrees 

were observed for all turbulence models, with the exception of the +–+©– Q model which 

gives good predictions. However, the comparison shows reasonable agreements for 

different models (such, Spalart–Allmaras, +–� RNG, +–� Realizable, +–Q SST, γ_Reθ) 
especially for the axial velocity (U).  

The oscillations appear in PIV results are due to the vorticities developments in the 

tip and in the root of the rotor, this phenomenon is complicated and it is difficult to 

predict it numerically using RANS/URANS approaches, as reported in several previous 

studies [231].  

4.7.2 Radial velocity profile 

The comparison of axial (U), radial (V) and tangential (W) velocities at the upstream 

(x=-0.3 m) and at the downstream (x=+0.3 m) radial traverses for three studied cases 

is presented in Figures 55-59.  

Looking firstly at the upstream profiles. In the far forward of the rotor, the flow starts 

uniform in the axial direction without any radial or tangential components, while when 

it reaches the cone-shaped hub, due to the conservation of mass, the flow is forced to 

change its direction, which leads to an increase of radial velocity and a decrease in 

axial velocity.  

The comparison shows that for the profiles in downstream (x=+0.3 m) at low wind 

speed, good agreements with PIV measurements for all models were observed. However, 
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a slight overestimation in the tip part at the NACA zone of the blade was observed. 

For the upstream (x=-0.3 m) radial traverses, overestimations at different degrees were 

observed for all turbulence models, except the transition +–+©– Q turbulence model 

which well predicted the velocities.  

With the increase of the wind speed, the difference increases between the models. 

However, series of models (such as +–+©– Q, Spalart–Allmaras, +–� RNG, +–� 
Realizable, +–Q SST, γ_Reθ models) are in better prediction than other models, where 

the maximum error does not exceed the 15% in all cases. 

Figure 58 shows the mean axial downstream velocity contours behind the rotor for 

both high and low Reynolds models, for a wind speed of 10 m/s. The results show that 

the velocity intensity between the two formulations was almost the same in this case, 

where flow was mostly attached. However, in the case of high wind speed (U∞ = 24 

m/s), (Figure 58), we see that the mean velocity intensity for the low Reynolds models 

was higher than for the high Reynolds models, and that explains the overprediction of 

downstream velocity which was noticed in Fig. 54. It was therefore concluded that 

modeling along the near wall influenced the distribution of velocity behind the rotor, 

and correction of the wall can reduce the overprediction of velocity. 
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Figure 53: Comparison of axial (U) radial (V) and tangential (W) velocities in the 

inboard (H = 0.5 .) and outboard (H = 1.5) traverses for U∞=15 m/s. 
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Figure 54: Comparison of axial (U) radial (V) and tangential (W) velocities at the 

outboard (H = 1.5 .) traverses for U∞=10 m/s and U∞=24 m/s respectively. 
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Figure 55: Comparison of axial (U) radial (V) and tangential (W) velocities at the 

upstream (F = −0.3 .) and downstream (F = +0.3 .) traverses for U∞=10 m/s. 
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Figure 56: Comparison of axial (U) radial (V) and tangential (W) velocities at the 

upstream (F = −0.3 .) and downstream (F = +0.3 .) traverses for U∞=15 m/s. 
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Figure 57: Comparison of axial (U) radial (V) and tangential (W) velocities at the 

upstream (F = −0.3 .) and downstream (F = +0.3 .) traverses for U∞=24 m/s. 

 
 
 
 
 



CHAP.4 COMPARISON BETWEEN DIFFERENT RANS MODELS  

 112

 
 
 

 
 

Figure 58: Velocity contours behind the blade, comparison of low and high Reynolds 

models for low wind speed (U∞= 10 m/s). 

 

 

 

 

Figure 59: Velocity contours behind the blade, comparison of low and high Reynolds 

models for high wind speed (U∞= 24 m/s). 

 

 

Low Reynolds Model 

High Reynolds Model 

U m/s 

0.45xR m 0.25xR m 0.15xR m 0xR m 

0.45xR m 0.25xR m 0.15xR m 0xR m 

0.45xR m 0.25xR m 0.15xR m 0xR m 

0.45xR m 0.25xR m 0.15xR m 0xR m 

Low Reynolds Model 

High Reynolds Model 

U m/s 



 

 113

Chapter 5  

Results and discussion: Impact of sand 

particles on the HAWTs performance  

 

 

 

In this chapter, the results of the Eulerian-Lagrangian model will be presented. A 

parametric study includes different parameters (such as sand volume fraction, sand 

concentration and sand particles diameter) will be analyzed. The impact of sand on 

the HAWTs performance will be investigated numerically. 

5.1  Simplifying assumptions 

In this study, the following hypotheses are proposed to simplify the calculation: 

� The particles are homogeneous and have a constant diameter; 

� The velocity of the fluid and the sand are constant (average velocity); 

� The particles velocity is equal to the velocity of the air; 

� The concentration of particles in the continuous phase is constant (average 

concentration); 

� Heat transfer and thermal effect are neglected; 
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� The collision between the particles and the wall of the blade is considered as an 

elastic collusion; 

� The collision between the particles themselves is neglected. 

5.2  Initial and boundary conditions 

In this section, we will present the initial and boundary conditions used in this work. 

Firstly, the estimation of the concentration of particles in the air will be presented. 

Then, the characteristics chosen for the flow with particles will be described. Finally, 

the essential boundary conditions at the inlet and on the wall will be discussed. 

5.2.1 Particles volume fraction 

The particles volume fraction 	� can be calculated as a function of the particles flow 

rate, particles velocity and particles density as [174, 232]: 

 	�
$L¯� = .�̇��;�4
$L¯� (193)

where .�̇ denotes the sand mass flux (kg/s), ;� is the mean particle velocity and 4
$L¯� 
is the inlet surface of the computational domain. 

In this study, five particles volume fraction values varied from 	�
$L¯� = [10−4 − 10−2] 
have been simulated. These values were selected according to references [170, 232], 

which they showed that the sand has a few volume fraction around of these values in 

desert areas.  

5.2.2 Characteristics of the sand-air flow 

In this study, because the purpose was to study the local region of Adrar, the 

characteristics of sand in this region have been used in the simulations. particles density 

in Adrar region is �� = 2240 +(/.3 according to Benhammou et al. [233].  

Since the particles diameter in the studied region is unknown, therefore, five different 

sand particles diameters have been considered representing the fine and medium sand 

("� = 100, 200, 300, 400 � " 500 �.). These values were selected according to the 

International Scale for the identification and classification of soils, ISO [234].  



CHAP.5 IMPACT OF SAND PARTICLES ON THE HAWTS PERFORMANCE 

 115

The annual average velocity at Adrar region at the height of 10 meters is about 6.30 

(m/s) [235]. However, wind turbines in the Kaberten farm are installed with a tower 

height of 55 metres.  

The velocity profile as a function of the height can be defined using a power law as 

[236, 237]: 

 ;(ℎ);0 = ( ℎℎ0)
Ä  (194)

where ;(ℎ) is the wind speed at the required height ℎ, and ;0 is the wind speed 

measured at the reference height ℎ0. 

anda	 is the surface roughness coefficient. 

 In the Adrar zone, surface roughness coefficient (	) is 0.29 according to the reference 

[236, 237]. Therefore, using the relation (194), the wind speed at the rotor level can be 

estimated as U∞ =10 m/s.  

5.2.3 Particles injection 

There are different ways in the solver to inject the particles into the computational 

domain:  

• Single injection: a particle stream is injected from a single point.  

• Group injection: particle streams are injected along a line, see Figure 60(a).  

• Cone injection: particle streams are injected in a 3D conical pattern, see Figure 

60(b).  

• Surface injection: particle streams are injected from a surface (one from each 

face). This type of injection has been used in this study, where the injection 

surface is the inlet of the computational domain, see Figure 61. 
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(a)                          (b)                                  (c) 

Figure 60: Types of particles injections; (a) group injection, (b) 3D cone injection, 

(c) injection from a surface. 

 

Figure 61: Particles injection into the inlet surface of the computational domain. 

5.2.4 Wall-Particle Reflection 

In the wall boundary, the particle rebounds off with a change in its momentum as 

defined by the coefficient of restitution presented in Figure 62. In this study, this 

rebound is assumed as an elastic collision, that means that the particle retains all of 

its normal or tangential momentum after the rebound.   
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Figure 62: Sketch of the reflection of sand particles on the blade surface. 

 

  

 

 

 

 

 

 

The normal coefficient of restitution defines the amount of momentum in the direction 

normal to the wall that is retained by the particle after the collision with the boundary 

[238]. The normal coefficient of restitution #$ is defined as: 

 #$ = ;�2,$;�1,$ (195)

where ;�1,$ is the particle velocity normal to the wall before collision, and ;�2,$ is the 

particle velocity normal to the wall after collision.  

Similarly, the tangential coefficient of restitution #� defines the amount of momentum 

in the direction tangential to the wall that is retained by the particle. 

In this study, to achieve the elastic collision assumption between particles and the 

blade surface, the normal and tangential coefficient of restitution should be equal to 1. 

5.3  Numerical setup 

In this study, for the fluid, the +- +© -Q turbulence model was used to close the RANS 

equations for all simulations. The discrete phase motion equation for each particle has 

been solved numerically based on the Runge-Kutta method using a low time step of 

order  ∆� = 10−6 to improve the accuracy of results. The maximum number of steps 

to compute a single particle trajectory is Nmax  = 107 steps. The limit on the number 

of integration time steps eliminates the possibility of a particle being caught in a 

recirculating region of the continuous phase flow field and being tracked infinitely.  

� 
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The calculation begun by solving the fluid flow field without particles. Using this flow 

field, particles trajectories are calculated. The momentum source terms for each cell 

throughout the flow field then are determined. The fluid flow field is solved again, 

incorporating these source terms. The new fluid flow field is used to establish new 

particles trajectories, which constitute the effect of the fluid phase on the particles. 

Calculating new source terms and incorporating them into the fluid flow field equations 

constitutes the effect of the particles on the fluid phase, thereby completing the cycle 

of mutual interaction or “two-way” coupling. After several iterations, the flow field 

equations are satisfied to within a predetermined value and the solution which accounts 

for the mutual interaction of the particles and fluid is obtained. A 3D view of particles 

tracking from �¢.# = 0.5 �� 2 ([) is presented in Figure 64. 

In the beginning of the calculation, we tried to establish the effect of the existing forces 

in the particles motion equation. It has been shown that three forces cannot be 

neglected: the drag, gravity and MRF force. This latter which applied for modeling the 

particles that pass through the rotating part of the computational domain, while the 

particles away from the blade do not rotate and its trajectories are continuous (Figure 

63). It has been also found that lift forces did not represent any effect on the solutions, 

so they are neglected in this study. 

 

Figure 63: Trajectory of particles close to the blade and those far from the blade. 



CHAP.5 IMPACT OF SAND PARTICLES ON THE HAWTS PERFORMANCE 

 119

 

 

 

 

Figure 64: Lagrangian tracking of sand particles around the blade. 

Time =0.5 (s) 

Time =1.0 (s) 

Time =1.5 (s) 

Time =2.0 (s) 
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In this study, an intended external routine has been implemented in the solver for 

identifying the impacts of the sand particles by computing the forces on the blade 

surface. In this routine, the torque is calculated based on the integration of pressure 

and shear stress surrounding at five-span sections of the blade: 25%, 35%, 60%, 82% 

and 92% respectively. The integration was based on a simple linear variation between 

the sections assuming zero value at the root and tip of the blade.  

The analysis of the results was based on the mean volume fraction and the mean mass 

concentration, which were calculated respectively by: 

 	�̅ = ∫ (	�. �)
&89::
=1 '�Í�  (196)

 � ̅ = ∫ (�. �)
&89::
=1 '�Í�  (197)

where 	�̅ and � ̅ are the mean particles volume fraction and the mean particles 

concentration respectively. �, � and 	� are cell volume, particles concentration and 

particles volume fraction of ith cell respectively, and  '�Í� is the total cell volume of the 

computational domain. 

The mean volume fraction and mean concentrations calculated for five studied cases 

are respectively: 	�̅ = [0.0001 − 0.0004 − 0.0009 − 0.0013 − 0.0015] and � ̅ = [0.3152 −
0.9455 − 1.8910 − 2.8365 − 3.1517] (+(/.3).  
The general effects of sand particles on the performances of the rotor will be presented 

in the following sections. 

5.4  Impact of particles concentration 

The curves of the calculated rotor torque as a function of five mean volume fractions 

varied from 10−4 to 1.5 × 10−3, and their corresponding sand mass concentration 

ranging from 0.31 to 3.15 [+(/.3], for five different particles diameter "� =
 0.1, 0.2, 0.3, 0.4 � " 0.5 [..], are shown in Figure 65.  
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Figure 65: Variation of the rotor torque as a function of particles concentration for 

different particles diameter. 

From the figure 65, we can see the significant influence of sand particles on the rotor 

torque. For the five-studied size of the sand particle diameter, the aerodynamic torque 

is degraded with the increase of the particle volume fraction and particle concentration. 

To properly analyze the influence of the sand particles concentration we take a single 

case (as an example, the case of "� =  500 �.), while the influence of particles diameter 

will be discussed in the section that follows. It appears from the curve of "� =  500 �. 

that the decrease in torque with concentration follows a semi-linear relationship. The 

slope of this curve increases with the increase of particles concentration. For the smaller 

values of the volume fraction and concentration (	�̅ = 10−4, � ̅ = 0.3152 kg/m3), the 

rotor lost a slight value represents 0.28 Nm of its total torque.  

With the increase of the sand concentration, the loss of rotor performance becomes 

more important, the rotor lost about 4, 7 and 11 N.m with the concentration of 	�̅ =
4 ×  10−4, 	�̅ = 9 × 10−4 � " 1.3 × 10−3respectively. The great rotor loss was noticed 

for the large values of the concentrations, for 	�̅ = 1.5 ×  10−3, � ̅ = 3.1517 +(/.3, the 

loss, in this case, is 15.4292 N.m, which represented a great mechanical power of 686.75 

watts.  

� ̅[+(/.3] 
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5.5  Impact of particles size 

To well examine the effect of sand wind on the performance of HAWTs, the variation 

of the power loss for different particles sizes was presented in Figure 66. It is clear from 

the figure that the power loss is a function of the particle size and this loss for higher 

particles diameters and for higher concentrations can reach up to 20%. The loss of the 

power decreases with the decrease of particles diameter. For the volume fraction of 

	�̅ = 1.5 × 10−3, the loss of the power was 2.8%, 6.9%, 9.7%, 11.5% and 19.7% for the 

particle size of 0.1, 0.2, 0.3, 0.4 and 0.5 mm respectively.  

For further understand the effect of the sand particles on the performances of the rotor, 

the distribution of the pressure coefficient at the first spanwise section of the blade 

(r/R=0.25) for a high concentration (�34 = 1.5 × 1056, �3 = 0.3152 kg/m3) is presented 

in Figure 67; other spanwise sections are quite similar. It can be seen from this figure 

that the increase of the particles size can affect the pressure distribution by decreasing 

it, especially at the extrados part, on the leading edge of the blade airfoils. This decrease 

in the pressure reflects directly the effect of the sand particles on the flow field.   

 

 

Figure 66: Power loss as a function of particles concentration for different particles 

diameter. 

� ̅[+(/.3] 
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Figure 67: Distribution of the pressure coefficient at r/R=0.25 spanwise blade section 

for different particles diameter, for �34 = 1.5 × 1056. 

 

Figure 68: Power/Torque loss as a function of particles diameter for different mean 

particles volume fractions. 

Figure 68 shows the power loss as a function of the particles diameter under different 

volume fractions. From this figure, it is clear that the curves of the power loss increase 
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with the increase of particles diameter for all cases. It appears that the evolution of 

power loss curves is done by a semi-exponential law.  

It has been shown that the particles size has a significant impact on the performance 

of the rotor, especially for the higher volume fractions. For fine particles size of 0.1 

mm, the power loss does not exceed the 4% even for the highest concentration. 

Contrariwise, for the higher particles sizes, the power loss was sensitive even for the 

smaller volume fractions, with the exception of the first volume fraction of 0.3%, where 

the loss of the energy is negligible for this low volume fraction for all studied cases. 
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Conclusions and future works 

In this thesis, a 3D CFD code based on the resolution of the stationary averaged 

incompressible Navier-Stokes equations has been developed to predict the aerodynamic 

performance and to study the characteristics of the flow around a wind turbine model. 

Due to the symmetry of the flow, the computational domain was constructed only on 

one blade, representing one-third of the full rotor geometry. The steady-state MRF 

approach was used for modeling the rotation of the blade. 

The first main goal was to evaluate the capacity of different RANS turbulence models 

on the predicting of the aerodynamic performance as well as the velocities in the near 

wake of HAWTs. Ten turbulence models in two near wall formulations; low Reynolds 

models (Standard +–Q, +–Q BSL, +–Q SST, transitional +–+©–Q and transitional ._2#Ô) 
and high Reynolds models (Spalart–Allmaras; Standard +–�; +–� RNG; +–� Realizable 

and 24`--a4) have been tested. The New MEXICO measurements have been used 

to evaluate the selected turbulence models. Three different axial flow conditions have 

been considered which cover the range of flow varied from fully attached to massively 

separated. The comparison between numerical and experimental results allowed us to 

identify the strengths and the weaknesses of the selected turbulence models. 

The second main goal was to identify numerically the effect of the sand particles on 

the aerodynamic performance of wind turbines installed in desert environments. A 

Lagrangian approach has been used for modeling the sand particles. In this approach, 

the particles are considered as a discrete phase governed by Newton's second law, where 

the imposed forces are the gravity and the drag. In the rotating part close to the blade, 
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an additional force due to the moving frame has been applied to ensure the rotation of 

the particles. A parametric study takes into account different characteristics of the air-

sand flow has been applied for the local conditions of Algeria.  

From the work presented in this thesis, the following conclusions can be drawn: 

� It has been shown that the choice of a RANS turbulence model plays a very 

important role in the numerical prediction of the results.  

� At low wind speeds, a series of models represents fully turbulent models 

(Spalart–Allmaras; Standard +–�; +–� RNG; +–� Realizable, +–Q SST) and 

transition models (+–+©– Q, γ_Reθ) gives a good predictions and very similar 

results of the prediction of the rotor performances and the velocities in the near 

wake. This due to the uncomplicated nature of the flow field over this range of 

wind speed, where the flow is attached in the whole blade. 

� With the increase of the wind speed, the differences between models appear; the 

difficulty of predicting the separation phenomenon in most turbulence models 

becomes very clear. However, a series of models has been well past this difficulty 

to give reasonable results: high Reynolds models (Spalart–Allmaras, +–� 

Realizable) and the +–+©– Q low Reynolds model. 

� It has also been shown that the inclusion of the transition in the RANS models 

can improve importantly the results of prediction. And, it has been found that 

the transitional +–+©– Q is the better model among all the others, which it gave 

a good prediction for all cases (attached and separated flow), where the 

maximum error in all the cases is not exceeded the 5%, that makes it the most 

appropriate model for this kind of applications (flows around HAWTs).  

� The weakness of the transitional γ_Reθ	 model is may be due to the nature of 

its transition formulation that is developed using correlations based on the flows 

over the flat plate. Therefore, more advanced correlations, which must be based 

on the flow around rotating wind turbines, are required to improve the transition 

in this model. 

� It has been shown that the standard +–Q and +–Q BSL models are not 

appropriate for studying the HAWTs, since they give an extra over-estimation 

of the aerodynamic performance and the velocities in the wake, where the error 

was exceeded the 80%, (see Appendix B). The main reason of this over-
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estimation is that both the standard +–Q and BSL +–Q do not account for the 

transport of the turbulent shear stress. This has led to an over-prediction of 

their turbulence viscosity.  

� It has also been shown that the Boussinesq hypothesis, which is based on the 

assumption of the isotropic turbulence, can be considered as a reliable theory 

for modeling the turbulence of the flows around HAWTs, where several types of 

EVM models have been given a good prediction.   

� Typically, the models that are based on the an-isotropic assumptions are the 

most accurate models. However, it has been found that the RSM-PSL model 

gives the poor results and it consumed the most important time in all cases. 

This maybe due to the numerical discretization of momentum equation which 

is discretized using first-order upwind scheme or due to the high Reynolds 

formulation. Indeed, several types of RSM implemented in the solver have been 

tested, it has been shown that the RSM models are give convergence problems. 

consequently, the RSM models are not recommended for simulating the flows 

around rotating HAWTs. 

� The investigation of the computational time reveals that the most tested EVM 

turbulence models consume almost the same computational time, with the 

exception the transitional +–+©– Q which is required three times compared to 

others EVM models. However, this computational time is considered as 

reasonable regarding the accuracy of this model. The RSM is the most expensive 

model that required an important computational time represents 15 times 

compared by the other models. 

� Regarding now at the found results concerning the multiphase flow (air-sand) 

around of HAWTs. Firstly, it has been shown that the sand particles have a 

significant impact on the rotor performance and it has been confirmed that the 

sand wind can degrade importantly the output power of the wind turbines. 

� It has been demonstrated that the rotor performance degrades with the increase 

of particles concentration by a semi-linear way. For considerable concentrations 

of order 3 kg/m3 where the particles volume fraction represents 0.15% of the 

total volume; the power loss can reach up to 20%. 
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�  It has also been shown that the particles size has a significant influence on the 

degradation of the performance of the rotor, especially for the higher 

concentrations and higher volume fractions.  

�  For the smaller sand particles size, the power loss was not much affected, even 

for the highest concentrations. Otherwise, for larger particles, the rotor is more 

susceptible to degradation even for the smaller concentrations. 

� It has been shown that the increase of the particles size can affect the pressure 

distribution by decreasing it, especially at the extrados part, on the leading edge 

of the blade airfoils.  

FUTURE WORKS 

As a future work related to the effect of sand on the wind turbines, it is recommended 

to perform an experimental study to confirm the conclusions presented in this study 

and for further understand the phenomenon of the air-sand around HAWTs. 

In fact, the numerical simulation of the multiphase flow (air sand) using E-L approach 

is complicated and it required important computing resources. For this reason, simpler 

methodologies are needed, as a future work for example, instead of treating two-phase 

flow (fluid-particles), we can just simulate the continuous phase (air) and modeling the 

effects of particles using a modification of the standard wall function. We can achieve 

this, by adjusting a relationship between the dimensionless sand grain roughness height, 

+�+, and the variables of the multiphase flow problem (such as, ;∞, ;�, ��, "�, 	�̅, �,̅ Ω). 
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Appendix A 

MEXICO blade geometry 

 

 

 

 

Table 9: Chord and twist distribution on the MEXICO blade [24]. 

Station 
Numbe
r 

Span    
(m) 

Chord 
(m) 

Twist 
(°) 

Profile Shape  
(-) 

1 0 0.195 0 Cylinder 

2 0.02 0.195 0 Cylinder 

3 0.025 0.09 0 Cylinder 

4 0.09 0.09 0 Cylinder 

5 0.165 0.165 8.2 Transition (from 0.09 to 0.24) 

6 0.24 0.24 16.4 DU91-W2-250 

7 0.465 0.207 12.1 DU91-W2-250 

8 0.690 0.178 8.3 DU91-W2-250 

9 0.815 0.166 7.1 DU91-W2-250 

10 0.915 0.158 6.1 Transition (from 0.815 to 1.015) 
11 1.015 0.15 5.5 RISØ-A1-21 

12 1.140 0.142 4.8 RISØ-A1-21 

13 1.265 0,134 4 RISØ-A1-21 

14 1.365 0.129 3.700 Transition (from 1.265 to 1.465) 

15 1.465 0.123 3.2 NACA 64-418 

16 1.59 0.116 2.6 NACA 64-418 

17 1.815 0.102 1.5 NACA 64-418 

18 1.955 0.092 0.7 NACA 64-418 
19 1.983 0.082 0.469 NACA 64-418 

20 2.012 0.056 0.231 NACA 64-418 

21 2.04 0.011 0 NACA 64-418 

Note that the span has been measured from the blade root (0.21 m from rotor center).  
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Appendix B 

Numerical results of standard �–� and �–� BSL 

turbulence models 

 

 

 

Figure 69: Comparison between different velocity components for different wind 

speeds. 
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Figure 70: Comparison between different velocity components for U∞=10 m/s. 
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Figure 71: Comparison between different radial velocity components. 
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Figure 72: Comparison between simulated and measured pressure coefficient 

distributions using ten turbulence models, for U∞= 10 m/s. 
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Figure 73: Comparison between simulated and measured pressure coefficient 

distributions using ten turbulence models, for U∞= 15 and 24 m/s. 

 


