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صخلم
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ءدب.ةيويحتانئاكنمةاحوتسملاASSةينقتذيفنتىلإلمعلااذهفدهي
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موقن،جمانربلاذيفنتنما
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.يقيقحلاملاعلافورظلظيفانماظنرابتخاب

.ةيحلاتانئاكلانمةاحوتس,TPPM,ASS،ةيئوضورهك�لاةيسمشلاحاولأل:ةيحاتفمتاملك

Résumé

Face aux enjeux du réchauffement climatique et de la pollution, les énergies renouvelables telles

que le solaire sont de plus en plus utilisées. L’utilisation de contrôleurs MPPT est essentielle

pour obtenir une efficacité maximale des panneaux solaires photovoltaïques. Dans des conditions

d’ombrage partiel, l’utilisation de techniques plus avancées est nécessaire. Les méthodes bio-

inspirées ont prouvé leur efficacité dans ces conditions. Ce travail vise à mettre en œuvre la

technique bio-inspirée SSA. A partir de l’implémentation du logiciel, nous modélisons et simulons

notre contrôleur choisi. Nous passons ensuite à la conception matérielle à l’aide du flux de

conception HLS. Enfin, nous testons notre système dans des conditions réelles.

Mots clés : MPPT, bio-inspirée, photovoltaïque, FPGA, Vivado, Vitis HLS.

Abstract

In light of global warming and pollution issues, renewable energies such as solar are becoming

more widely used. The use of MPPT controllers is essential to obtain maximum efficiency from

solar photovoltaic panels. Under partial shading conditions, the use of more advanced techniques

is necessary. Bio-inspired methods proved their effectiveness under these conditions. This work

aims to implement the SSA bio-inspired technique. Starting from the software implementation,

we model and simulate our chosen controller. We then go through the hardware design using

the HLS design flow. Finally, we test our system under real-world conditions.

Keywords : MPPT, Bio-Ispired, Photovoltaic, FPGA, HLS, Vivado, Vitis HLS.



Contents

List of Tables

List of Figures

Abrviations

General introduction 14

1 Photovoltaic Systems Overview 16

1.1 Principal of Photovoltaic Systems . . . . . . . . . . . . . . . . . . . . . . 17

1.1.1 The photovoltaic cell . . . . . . . . . . . . . . . . . . . . . . . . 17

1.1.1.1 Photovoltaic Principle . . . . . . . . . . . . . . . . . . . 17

1.1.1.2 Photovoltaic cell characteristics . . . . . . . . . . . . . . 18

1.1.2 Photovoltaic Generators . . . . . . . . . . . . . . . . . . . . . . . 19

1.1.2.1 PV generator characteristics . . . . . . . . . . . . . . . . 19

1.1.3 Photovoltaic control systems . . . . . . . . . . . . . . . . . . . . . 22

1.1.3.1 The need for a control system . . . . . . . . . . . . . . . 22

1.1.3.2 Power Converters . . . . . . . . . . . . . . . . . . . . . 23

1.2 MPPT : Maximum Power Point Tracking . . . . . . . . . . . . . . . . . . 24

1.2.1 MPPT basic concept . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.2.2 MPPT classification . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.2.2.1 Conventional Methods . . . . . . . . . . . . . . . . . . 26

1.2.2.2 Soft Computing Methods . . . . . . . . . . . . . . . . . 26

1.2.3 Bio-Inspired MPPT techniques . . . . . . . . . . . . . . . . . . . 26

1.2.3.1 Evolutionary Algorithms . . . . . . . . . . . . . . . . . . 27

1.2.3.2 Swarm Intelligence Algorithms . . . . . . . . . . . . . . 28

2 Software implementation of Salp Swarm Algorithm 30

2.1 The Salp Swarm Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 31



Contents

2.1.1 Basic Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.1.2 Mathematical model for representing and moving the salps . . . . . . 31

2.1.3 Steps of the Salp Swarm Algorithm (SSA) . . . . . . . . . . . . . . 33

2.2 Application of Salp Swarm Algorithm for MPPT controller . . . . . . . . . . 33

2.3 Simulation of the proposed SSA MPPT controller . . . . . . . . . . . . . . 35

2.3.1 Modeling of a PV system . . . . . . . . . . . . . . . . . . . . . . 36

2.3.1.1 Photovoltaic Array . . . . . . . . . . . . . . . . . . . . 36

2.3.1.2 Buck Boost Converter . . . . . . . . . . . . . . . . . . . 37

2.3.1.3 MPPT controller . . . . . . . . . . . . . . . . . . . . . 38

2.3.1.4 Testbench script . . . . . . . . . . . . . . . . . . . . . 38

2.3.2 Results and performance . . . . . . . . . . . . . . . . . . . . . . 39

2.3.2.1 Evaluation of Convergence . . . . . . . . . . . . . . . . 39

2.3.2.2 Evaluation of robustness and stability . . . . . . . . . . . 41

2.3.2.3 performance under partial shading conditions . . . . . . . 42

3 Hardware Implementation of SSA_MPPT controller 47

3.1 Hardware design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.1.1 Field Programmable Gate Arrays . . . . . . . . . . . . . . . . . . . 48

3.1.2 FPGA Architecture . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.2 FPGA Design methodologies . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2.1 Step 1 : Vitis HLS design flow . . . . . . . . . . . . . . . . . . . . 50

3.2.2 Step 2 : Vivado design flow . . . . . . . . . . . . . . . . . . . . . 51

3.3 SSA_MPPT Implementation : HLS mehtodology . . . . . . . . . . . . . . . 53

3.3.1 Generation of the IP SSA_MPPT controller . . . . . . . . . . . . . 53

3.3.1.1 SSA C code Implementation . . . . . . . . . . . . . . . . 53

3.3.1.2 C code optimisations . . . . . . . . . . . . . . . . . . . 54

3.3.1.3 Creating a Vitis HLS project : . . . . . . . . . . . . . . . 56

3.3.1.4 C Simulation . . . . . . . . . . . . . . . . . . . . . . . 57

3.3.1.5 C synthesis . . . . . . . . . . . . . . . . . . . . . . . . 58

3.3.1.6 C/RTL cosimulation . . . . . . . . . . . . . . . . . . . . 61

3.3.1.7 IP block generation . . . . . . . . . . . . . . . . . . . . 62

3.3.2 FPGA implementation of the IP SSA_MPPT . . . . . . . . . . . . . 62

3.3.2.1 Creating project and integrating the generated IP . . . . . . 62

3.3.2.2 Simulation and Testing : . . . . . . . . . . . . . . . . . . 67

3.3.2.3 Synthesis & Implementation . . . . . . . . . . . . . . . . 68



4 Practical implementation and testing 72

4.1 Presentation of the test setup . . . . . . . . . . . . . . . . . . . . . . . . 73

4.1.1 DC/DC Converter . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.1.1.1 BUCK/BOOST converter . . . . . . . . . . . . . . . . . 74

4.1.2 Selected photovoltaic panels . . . . . . . . . . . . . . . . . . . . . 74

4.1.3 Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.1.3.1 Current sensor . . . . . . . . . . . . . . . . . . . . . . 76

4.1.3.2 Voltage sensor . . . . . . . . . . . . . . . . . . . . . . 77

4.2 Extracting panel characteristics under different shading conditions . . . . . . 77

4.2.1 Presenting the setup for collecting panel characteristics . . . . . . . . 77

4.2.2 Panel characteristics . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.2.3 Preliminary testing of the design (off-grid testing) . . . . . . . . . . 81

4.2.3.1 Test under Matlab . . . . . . . . . . . . . . . . . . . . 82

4.2.3.2 Test under Vivado . . . . . . . . . . . . . . . . . . . . 84

4.3 Integrating the SSA MPPT . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3.1 Presenting the setup, including the implemented tracker on FPGA . . 86

4.3.2 SSA_MPPT live testing . . . . . . . . . . . . . . . . . . . . . . . 87

Conclusion an perspectives 90

Bibliography 91



List of Tables

2.1 SM50 module characteristics . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.2 Various partial shading conditions . . . . . . . . . . . . . . . . . . . . . . 42

2.3 Simulation results of 50 tests on each panel . . . . . . . . . . . . . . . . . . 45

4.1 Comparison of different panel testing methods . . . . . . . . . . . . . . . . 73

4.2 Buck Boost converter control signals . . . . . . . . . . . . . . . . . . . . . 74

4.3 SSA simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85



List of Figures

1.1 Constitution of a PV cell [7] . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.2 I(V) and P(V) characteristic of a silicon PV cell [8] . . . . . . . . . . . . . 18

1.3 PV cell, module, panel and array . . . . . . . . . . . . . . . . . . . . . . . 19

1.4 I(P) and P(V) characteristic under variation of irradiance . . . . . . . . . . 20

1.5 I(V) and P(V) characteristic under variation of Temperature . . . . . . . . . 21

1.6 Characteristics of different panels under different partial shading conditions . . 22

1.7 PV generator-load direct connection . . . . . . . . . . . . . . . . . . . . . 23

1.8 PV generator-load Connection Through a DC/DC Converter . . . . . . . . . 24

1.9 PV Generator-Load Connection including MPPT . . . . . . . . . . . . . . . 25

1.10 MPPT Controllers Classification . . . . . . . . . . . . . . . . . . . . . . . 25

1.11 Bio-inspired methods used with MPPT techniques in a PV system . . . . . . 27

1.12 Evolutionary Algorithms flow . . . . . . . . . . . . . . . . . . . . . . . . 28

1.13 School of fish exhibiting swarming behaviour . . . . . . . . . . . . . . . . . 28

2.1 A real salp chain [39] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.2 Single objective SSA pseudo-code . . . . . . . . . . . . . . . . . . . . . . . 33

2.3 SSA algorithm Flow-chart . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.4 Simulink model to extract panel data . . . . . . . . . . . . . . . . . . . . . 37

2.5 SSA function Matlab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.6 Matlab testbench pseudo-code . . . . . . . . . . . . . . . . . . . . . . . . 39

2.7 SSA Performance, standard conditions . . . . . . . . . . . . . . . . . . . . 40

2.8 PSO Performance, Standard conditions . . . . . . . . . . . . . . . . . . . . 40

2.9 SSA and PSO Performance : Change in temperature . . . . . . . . . . . . . 41

2.10 SSA and PSO Performance : Change in irradiance . . . . . . . . . . . . . . 42

2.11 PSO and SSA Performance : partial shading 1 . . . . . . . . . . . . . . . . 43

2.12 PSO and SSA Performance : partial shading 2 . . . . . . . . . . . . . . . . 43

2.13 PSO and SSA Performance : partial shading 3 . . . . . . . . . . . . . . . . 44



2.14 PSO and SSA Performance : partial shading 4 . . . . . . . . . . . . . . . . 44

2.15 PSO and SSA Performance : partial shading 5 . . . . . . . . . . . . . . . . 45

3.1 FPGA Architecture [43] . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2 HLS/Vivado design flow . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.3 HLS Design Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.4 FPGA Design Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.5 Random generator in C . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.6 C testbench output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.7 Project creation : Adding source files. . . . . . . . . . . . . . . . . . . . . 56

3.8 Project creation : Target selection. . . . . . . . . . . . . . . . . . . . . . . 57

3.9 Flow Navigator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.10 C simulation output. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.11 C Synthesis Warnings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.12 C synthesis timing estimation . . . . . . . . . . . . . . . . . . . . . . . . 59

3.13 C synthesis Usage estimation. . . . . . . . . . . . . . . . . . . . . . . . . 60

3.14 C synthesis Usage estimation. . . . . . . . . . . . . . . . . . . . . . . . . 60

3.15 IP Bloc Ports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.16 Cosimulation result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.17 The generated IP block . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.18 IP Source files and initialisation templates . . . . . . . . . . . . . . . . . . 62

3.19 New Vivado Project summary . . . . . . . . . . . . . . . . . . . . . . . . 63

3.20 Including the IP_SSA_MPPT in the Vivado project . . . . . . . . . . . . . . 63

3.21 XADC IP bloc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.22 XADC Controller flow chart . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.23 PWM Module ports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.24 PWM generator behaviour . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.25 Top module controller flow-chart . . . . . . . . . . . . . . . . . . . . . . 66

3.26 Top module source hierarchy . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.27 TOP Module ports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.28 Behavioural simulation results of the IP SSA_MPPT controller . . . . . . . . 67

3.29 Reset Behaviour simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.30 Weather Change Behaviour simulation . . . . . . . . . . . . . . . . . . . . 68

3.31 Design Timing summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.32 Design Logic Usage summary . . . . . . . . . . . . . . . . . . . . . . . . 69



3.33 Design DSP Usage summary . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.34 Design Detailed Usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.35 Power usage estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.36 Device implementation visualisation . . . . . . . . . . . . . . . . . . . . . 71

4.1 Buck-Boost Converter Schematic . . . . . . . . . . . . . . . . . . . . . . . 74

4.2 Solar Panel Configuration . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.3 Chosen solar photovoltaic array . . . . . . . . . . . . . . . . . . . . . . . 75

4.4 LA100P Current sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.5 Current sensor circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.6 Voltage sensor : Voltage divider . . . . . . . . . . . . . . . . . . . . . . . 77

4.7 STM32 BluePill . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.8 Single objective SSA pseudo-code . . . . . . . . . . . . . . . . . . . . . . . 78

4.9 Panel characteristic testing setup . . . . . . . . . . . . . . . . . . . . . . . 79

4.10 Panel characteristics : No shading . . . . . . . . . . . . . . . . . . . . . . 80

4.11 Panel characteristics : Partial shading 1 . . . . . . . . . . . . . . . . . . . . 81

4.12 Panel characteristics : Partial shading 2 . . . . . . . . . . . . . . . . . . . . 81

4.13 Panel characteristics : Partial shading 3 . . . . . . . . . . . . . . . . . . . . 81

4.14 SSA performance, no shading. . . . . . . . . . . . . . . . . . . . . . . . . 82

4.15 SSA performance under partial shading conditions . . . . . . . . . . . . . . 83

4.16 SSA simulation, with no shading. . . . . . . . . . . . . . . . . . . . . . . . 84

4.17 SSA hardware implementation performance under partial shading . . . . . . . 85

4.18 Real-time testing setup diagram . . . . . . . . . . . . . . . . . . . . . . . 86

4.19 Real-time testing setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.20 Panel characteristic under partial shading . . . . . . . . . . . . . . . . . . . 88

4.21 SSA_MPPT controller behaviour : P(t) . . . . . . . . . . . . . . . . . . . . 88



List of abriviations

MPPT Maximum Power Point Tracking.

SSA Salp Swarm Algorithm.

MPP Maximum Power Point.

GMPP Global Maximum Power Point.

LMPP Local Maximum Power Point.

PV Photovoltaic.

BI Bio-Inspired.

PSO Particle Swarm Optimisation.

SSA Salp Swarm Algorithm.

FPGA Field Programmable Gate Array.

HLS High Level Synthesis.

RTL Register Level Transfer.



General introduction

The energy required to sustain life and modern civilization grows as the world population

increases. Conventional fossil energy sources are not only limited in availability as it is none

renewable, but they are also very polluting.

One of the most prominent challenges in our modern times is the issue of pollution and

global warming, making it necessary to phase out these conventional energy sources. Many

alternative and renewable sources exist : Wind, hydraulic, nuclear and solar.

In sunny regions, solar energy has attracted much attention in recent years. In Algeria,

for example, with its substantial solar deposits, solar energy is rapidly gaining popularity.

Many technologies are used to transform solar energy into electrical energy. One of the most

popular methods is the use of Photovoltaic Panels. When light hits a semiconductor material,

an electrical current is created.

Along with the countless advantages this method has, it presents many drawbacks, including

the non-constant power output, which depends on weather conditions and the connected load.

This is due to the non-constant P(V) characteristic.

To get maximum efficiency out of solar installations ( Photovoltaic Panels), we try to always

run our panels at their maximum power output (Maximum Power Point). The process of

finding the MPP and keeping our system running at this point is called Maximum Power Point

Tracking. Thus, tracking the maximum power point (MPP) of a photovoltaic panel (PV) is

usually an essential part of a photovoltaic system (PVS).

However, variations in weather conditions or partial shading effect, complicate the task of

tracking the MPPT due to the P(V) characteristic containing local Maximas.

In this context, the design and optimization of algorithm based Maximum Power Point

Tracking handling the partial shading condition constitute a current research issue.

However, these MPPT controllers were implemented using the conventional methods (CM),

which have the advantage of being simple, easy to implement with low cost. But, these CMs

present a major drawback when partial shading occurs. In this case, the controller can easily

fail to identify the global MPP.
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This is where, recently, Bio-inspired methods emerged as new, more effective ones, which

gained popularity. We can mention some of the popular bio-inspired algorithms in the field

of MPPT : Ant Colony Algorithm (ACO) krishnan2020mppt,titri2017new, Particle Swarm

Optimization (PSO) [1, 2, 3], Artificial Bee Colony (ABC) [4], Firefly Algorithm (FA)[5, 6]

and many others.

Thus, in this work, we propose to apply the Salp Swarm bio-inspired algorithm for the

maximum power point tracking of a Photovoltaic system subject to partial shading.

To highlight the performance of the proposed SSA controller, this later is compared with the

Particle Swarm Optimisation (PSO) algorithm using MATLAB software.

Then, a hardware implementation on FPGA circuit is done using the new high-level synthesis

design methodology with the VITIS HLS tool and the Basys3 prototyping board.

In addition to the results of the simulation investigation, the whole architecture of the

photovoltaic system was verified in practice using an experimental circuit.

We organized our work into four chapters.

• Chapter 1 presents a general look at PV systems and their different components.

• Chapter 2 presents the software part, with the implementation of the proposed controller

on a Matlab/Simulink environment with simulation to validate its performance. The

tracking performance of the MPP using the SSA MPPT controller and the PSO MPPT

controller are evaluated and compared in terms of tracking speed, accuracy and the ability

to handle partial shading conditions.

• Chapter 3 presents the hardware part, where the HLS design methodology is discussed

and used to design the proposed controller.

• Chapter 4 is dedicated to testing the proposed controller in real-time and real-world

conditions.
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Chapter 1. Photovoltaic Systems Overview

Introduction

In this chapter, the theoretical and practical bases necessary for the comprehension of our work

will be presented.

We will introduce the basic concepts of a photovoltaic system as follows :

• The photovoltaic effect and the mathematical modelling of this conversion as well as

the properties of this source of energy under different atmospheric conditions (light and

temperature) and the influence of the shading on power production ;

• The issue of maximum power transfer by illustrating an elementary conversion chain

consisting of a static converter, which plays the role of a charging adapter during an

indirect connection ;

• The general operating principle of an MPPT control.

1.1 Principal of Photovoltaic Systems

The photovoltaic cell is the basic element in photovoltaic systems. A solar module groups

together several cells which are electrically connected in series and/or in parallel, encapsulated

and protected from external agents. Several modules form a solar panel, but in general, a

photovoltaic system is composed of several panels, to which are added other protection devices,

regulators, storage systems, controllers, measuring devices, inverters, etc...

1.1.1 The photovoltaic cell

1.1.1.1 Photovoltaic Principle

Discovered by E. Becquerel in 1839, the photovoltaic effect is the phenomenon by which certain

materials generate a current when exposed to light. Based on this principle, the photovoltaic

cell is the basic element of a solar system. Defined as a device that transforms energy from

absorbed light radiation into electrical energy. When a photon hits a semiconductor atom, it

liberates electrons that would be free to move. The movement of these free electrons is what

generates a voltage at the cell terminals, which would ultimately result in a current flow if a load

is connected. Figure 1.1 illustrates the basic principle of a silicon photovoltaic cell.
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Figure 1.1 : Constitution of a PV cell [7]

1.1.1.2 Photovoltaic cell characteristics

The photovoltaic cells present a non-linear I(V) characteristic.

Figure 1.2 illustrates the I(V) and P(V) characteristic of a silicon-based PV cell for a given

irradiance and temperature,

Figure 1.2 : I(V) and P(V) characteristic of a silicon PV cell [8]

We also noted MPP, which represents the Maximum Power Point of the cell. VMPP , IMPP

and PMPP represent the voltage, current and power values, respectively, at the maximum power

point, where the cell outputs its maximum power.
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1.1.2 Photovoltaic Generators

Under standard conditions of irradiance and temperature (1000W /m2 ;25◦), the maximum

power delivered by a 150 cm2 cell is about 2.3W with a voltage of 0.5V. This power output

is too small for any practical application, and thus, these cells need to be assembled to create a

photovoltaic module. A photovoltaic generator is therefore made up of a series/parallel network

of several photovoltaic modules grouped into panels, made up of identical modules.

These modules are assembled and connected together to create a panel, which would also be

connected together to create an array.

The way the modules are connected (Series or parallel), and their number depend on the

application and the needs. Figure 1.3 illustrates PV Cells, Modules, Panels and Arrays.

Figure 1.3 : PV cell, module, panel and array

1.1.2.1 PV generator characteristics

a-Influence of irradiance

The I(V) characteristic of PV modules is affected by lighting conditions, which results in a

variation in the power output. Figure 1.4 illustrates the I(V) and P(V) characteristics depending

on the lighting condition, with a constant temperature (25◦).

19



Chapter 1. Photovoltaic Systems Overview

(a) I-V characteristic

(b) P-V characteristic

Figure 1.4 : I(P) and P(V) characteristic under variation of irradiance

As shown in the figure, the short-circuit current is proportional to the lighting intensity, while

the open-circuit voltage doesn’t vary as much and stays close to the same value even under low

lighting conditions.

This implies that the maximum power output of a panel is proportional to the lighting intensity,

and the maximum power point is always located at approximately the same voltage regardless

of lighting.

b-Influence of Temperature

Temperature also affects the characteristics of PV panels. Both short-circuit current and open-
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circuit voltage are affected, though slightly.

As depicted in 1.5, we can see the effects of temperature change on P-V and I-V characteristics.

(a) I-V characteristic

(b) P-V characteristic

Figure 1.5 : I(V) and P(V) characteristic under variation of Temperature

c-Partial Shading Influence

When cells of the same modules are under different irradiance conditions (similarly for different

modules on a panel or different panels in an array), the PV modules react in a completely

different manner.

The different irradiance conditions are the consequence of the partial shading of the panels.

The shades can be caused by neighbouring buildings or trees, passing clouds and birds, or just

by the ageing of the panels.

To illustrate this effect, figure 1.6 depicts an example of P-V and I-V characteristics for
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different panels under different partial shading conditions.

(a) I-V characteristic

(b) P-V characteristic

Figure 1.6 : Characteristics of different panels under different partial shading conditions

As can be seen, and in contrast with normal lighting conditions, these characteristics present

local maximas, which would result in more difficulty reaching the maximum power point.

1.1.3 Photovoltaic control systems

1.1.3.1 The need for a control system

The most basic way to harvest the power of a PV system is directly connecting a load at its

output, as illustrated in figure 1.7.
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Figure 1.7 : PV generator-load direct connection

With this connection, and in order to be able to harvest the maximum amount of power and

for the PV generator to operate at its maximum power point, the load needs to be properly

adapted. This presents a few major issues.

• Only certain adapted loads can be used with a given panel.

• The conditions in which the panel is installed can change, which would result in a change

of characteristics, and, thus, a change in the required load for maximum power output.

Knowing these problems, having a direct connection is not recommended for getting the

maximum amount of power and reaching maximum efficiency, and thus, other ways to connect

a load need to be used ; one such solution is the use of a Power Converter.

1.1.3.2 Power Converters

Power converters can be seen as impedance adapters. With a constant load connected at their

output, and depending on the control signal provided, the equivalent impedance at their input

varies.

Thus, by connecting the panels at the input, we can vary the control signal to reach the maximum

power point of the generators, as can be seen in figure 1.8.
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Figure 1.8 : PV generator-load Connection Through a DC/DC Converter

The range of impedance adaptation depends on the type of converter. We consider a resistive

load with a value of Rload connected at the output of the converters.

• Buck converters : The input resistance ranges from Rload to +∞ Ω.

• Boost converters : The input resistance ranges from 0 Ω to Rload.

• Buck Boost converters : The input resistance ranges from 0 Ω to +∞ Ω.

1.2 MPPT : Maximum Power Point Tracking

1.2.1 MPPT basic concept

As mentioned in the previous section, with the use of a power converter, we can vary the

impedance connected to the output of our PV generator. In order to extract the maximum

amount of power, we need to generate the proper control signal that ensures that our system

functions at the MPP.

That’s where the concept of Maximum Power Point Tracking comes into play. The command

based on MPPT aims to find the MPP of a given PV generator and generate the proper control

signal that ensures maximum power extraction. Figure 1.8 can be modified to include an MPPT

controller, as can be seen in 1.9
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Figure 1.9 : PV Generator-Load Connection including MPPT

1.2.2 MPPT classification

Since the publication of the first command in 1968, various works on MPPT controllers have

been carried out in order to constantly increase the effectiveness of photovoltaic systems.

There exist multiple ways to classify MPPT methods based on their performance, origin and

computing type.

One such classification is the one proposed in [9], where MPPT controllers are divided into two

main categories based on their computing complexity. Conventional methods contain simple

methods, and soft computing methods that contain more complex algorithms. Figure 1.10

summarises this classification.

Figure 1.10 : MPPT Controllers Classification

We start by taking a global look at these methods ; then, we’ll detail the bio-inspired

techniques, which are the object of this work.
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1.2.2.1 Conventional Methods

These methods are the simplest and easiest to implement. Even though they are not as

performant as other methods, they are widely used due to their simplicity, low cost and easy

hardware implementation. Under uniform irradiance or slow irradiance changes, they provide

a good tracking performance. However, these methods fail to find the Global Maximum Power

Point (GMPP) under partial shading conditions (PSCs) ; even if they converge to the GMPP,

they take a long time with low accuracy and with large steady-state oscillation.

The most applied conventional MPPT methods are :

• Perturn and Observe (P&O) [10, 11].

• Incremental Conductance (INC) [12, 13]

• Constant Voltage [14, 15]

1.2.2.2 Soft Computing Methods

These methods use more complicated models and algorithms to track the MPP. They’re divided

into two categories, Artificial intelligence methods and Bio-Inspired methods.

Artificial Intelligence based methods started appearing these last few years as alternatives to

classical methods. They use different AI concepts, and they can be divided into three main

categories : Artificial Neural Network (ANN) Based methods, Fuzzy Logic Based methods, and

Hybrid methods combining different techniques. These methods present performance that is

much superior to conventional methods and also manages to track the MPP under complex

shading conditions ; they present a much higher computational requirement, which makes their

implementation harder and more costly.

A lot of research has been done with this kind of controller, and from which we can cite some

that are based on ANNs [16, 17, 18], based on Fuzzy Logic [19, 20, 21], and Hybrid methods

that combined different types of techniques [22, 23, 24, 25].

Another recent and emerging type of controller is called bio-inspired methods. As the name

implies, they are inspired and based on natural phenomena and animal behaviour. In this work,

we’ll be interested in these methods, which we will further detail in the following section.

1.2.3 Bio-Inspired MPPT techniques

Recently, Bio-Ispired (BI) methods have attracted much attention due to their potential to find

optimal solutions in complex optimization problems (such as multimodal objective functions).

These methods are based on the iterative improvement of a population of solutions or a single

solution (e.g., Tabu Search) and mainly use randomization and local search to solve a given

optimization problem [3]. As illustrated in Figure 1.11, the two most predominant classes of bio-

inspired algorithms are evolutionary algorithms and swarm intelligence-based algorithms [9].

These algorithms are derived from the study of natural evolution and the swarming behaviour

of living beings [26].
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Figure 1.11 : Bio-inspired methods used with MPPT techniques in a PV system

1.2.3.1 Evolutionary Algorithms

These methods are based on the biological evolution of species. They rely on generating an

initial population, selecting the best ones and duplicating them while making small adjustments,

which would ultimately result in reaching the best solution. This can be summarised in figure

1.12.
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Figure 1.12 : Evolutionary Algorithms flow

Evolutionary algorithms can further be divided into two categories : Genetic algorithms and

Differential Evolution Algorithms.

Some examples are discussed in [27, 28, 29] and [27, 28, 29] of Genetics Algorithms and

Differential Evolution algorithm respectively, used in MPPT for PV systems.

1.2.3.2 Swarm Intelligence Algorithms

Swarm or collective intelligence represents the behaviour exhibited by certain species, where

individuals perform simple and simple actions, all while communicating and coordinating with

other members of the swarm. This would result in complex behaviour working towards a goal.

In nature, this behaviour is generally exhibited while looking for food. We can see one such

behaviour in figure 1.13, where a school of fish exhibit swarm behaviour.

Figure 1.13 : School of fish exhibiting swarming behaviour
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Countless Swarm Intelligence methods have been used in PV systems, and it’s still a very

active research field where researchers keep trying new swarm intelligence techniques. Below,

we cite some of the most recent and popular swarm intelligence algorithms.

• Particle Swarm Optimization (PSO) [1, 2, 3, 30]

• The Firefly Algorithm [5, 6]

• Ant Colony Algorithm [31, 32]

• Salp Swarm Algorithm (SSA) : [33, 34]

• Artificial Bee colony [4]

• The bad algorithm [35, 36]

• Seagull optimization algorithm [37]

The various works proposed in the literature on MPPT controllers that are designed around

bio-inspired methods and, in view of their advantages, motivated us to choose one of these

methods in the context of our work, namely the Salp Swarm Algorithm. It is a relatively new

technique that was first introduced in 2017 by Seydali and al [38] and first applied in MPPT

in 2019 [34], with ongoing research proving its effectiveness and performance, and proposing

modified versions.

Given that this technique shows promise and potential, with proven results by multiple

researchers, to date, no hardware implementations have been realized. It’s for this reason, we

chose the SSA for this work, which we’ll further detail and explain in the following chapter.

Conclusion

In this chapter, we took a look into Photovoltaic systems as a whole and detailed their different

components. We introduced the concept of Maximum Power Point Tracking by highlighting

the need for it. And we took a look through the literature to explore the different techniques

that exist.

For our work, we chose the Salp Swarm Algorithm (SSA). In the following chapter, we will

explain this technique and realize a software implementation and check its effectiveness.

29



Chapter 2

Software implementation of Salp Swarm

Algorithm



Chapter 2. Software implementation of Salp Swarm Algorithm

Introduction

This chapter aims to introduce the Salp Swarm Algorithm. We will then focus on applying

this algorithm in Maximum Power Point Tracking (MPPT) for PV systems through the

implementation of its mathematical model to find the MPP of a photovoltaic generator.

2.1 The Salp Swarm Algorithm

2.1.1 Basic Concept

The SSA algorithm is a swarm intelligence algorithm introduced in 2017 by Seyedali Mirjalili

and al [38], inspired by the swarming behaviour of the salp fishes in the ocean.

Figure 2.1 : A real salp chain [39]

The swarm in question is originally a kind of salp which are ocean creatures that tend to form

chains or swarms (2.1) and exhibit a swarming behaviour : while looking for a food source, the

position of each salp is affected by its neighbours’ position. This natural algorithm is translated

into a mathematical representation which will be detailed further down.

The three following rules govern the algorithm and create the behaviour of a modelled salp :

• The updated position of the salps will depend on the position of the previous salp in the

chain.

• For each iteration, a leader is assigned, which has the highest fit value.

• All the salps will try to move towards the leader while searching the adjacent space for

better solutions.

2.1.2 Mathematical model for representing and moving the salps

The mathematical model of this algorithm is not complex and easy to implement for engineering

problems.
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Initially, the salps are uniformly spread out across the search space, meaning they are equally

spaced and cover the entire search space. These initial positions are then evaluated, and a fitness

value is assigned to each salp to quantify the closeness of the salp to the food source.

Based on these values, they are then divided into two categories : a leader and followers. The

leader is the salp closest to the food source. In other terms, the salp that’s closest to fulfilling the

constraint of the given optimization problem. The followers are the rest of the salps following

the leader while trying to search the space for the food source.

The positions of the leader and followers are updated differently. First of all, the position of

the leader is updated using the equation 2.1 [38].

x1
j =


Fj + c1((ubj − lbj)c2 + lbj), c3 ≥ 0

Fj − c1((ubj − lbj)c2 + lbj), c3 ≥ 0
(2.1)

Where :

Fj : The food source : Meaning the position of the solution we’re trying to reach.

c2 and c3 are randomly generated numbers between 0 and 1.

Ubj : Upper bound of the search space in the j dimension.

Lbj : Lower bound of the search space in the j dimension.

C1 is constant given with the formula 2.2 [38]

c1 = 2e−( 4l
L
)2 (2.2)

Where l is the current iteration and L is the maximum number of iterations.

As we can see, the position of the leader does not depend on the other salps and only depends

on the position of the food source.

Secondly, the position of the following salps is updated using the equation 2.3 [38].

xi
j =

1

2
(xi

j + xi−1
j ) (2.3)

Where xi
j is the previous position of the current salp, and xi−1

j is the position of the previous

salp in the chain.

The previous equation poses the problem of the following salps only following the leader

and not contributing to a better solution [33]. To eliminate this problem, an improved version

was proposed, where a random variable was introduced. With this modification, the following

salps will continue to follow the leader but will explore the adjacent space better. The proposed

formula to be used after a given number of iterations m have passed is the formula 2.4 [33].

xi
j = xi−1

j (l) + r(xi−1
j (l)− xi

j) (2.4)
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2.1.3 Steps of the Salp Swarm Algorithm (SSA)

To understand how the SSA works in a single objective optimization problem, we present the

following steps as follow :

1. Initialize the salps in predetermined positions or distributions. For example, they can be

uniformly or randomly distributed through the search space ;

2. Explore the initial positions and assign fitness values to each one of the salps ;

3. Sort the salps according to their fitness values and optimization criteria, and determine

the leader, the followers and the food source (The position of the leader in the case of the

first iteration or if the fitness value is the best reached so far) ;

4. Update the position of the salps according to the equations given above (2.1 for the

leader and 2.4 for the followers), and assign new fitness values to the new positions in

the process. ;

5. Repeat steps 3 and 4 until the convergence criteria is reached or the max number of

iterations is hit. Return the best position reached as the solution.

This algorithm can be summarised in the pseudo-code in figure 4.8

initialise salp positions ;
while ("Convergence condition unmet" AND "max number of iterations not reached")

Calculate and assign fitness values for the salp population ;
F=position of the best fitness value ;
for i in (salp population)

if (i==0)
Update the leading salp with the corresponding equation ;

else
Update the following salp using the corresponding equation ;

end if

end for

end while

Figure 2.2 : Single objective SSA pseudo-code

2.2 Application of Salp Swarm Algorithm for MPPT

controller

The performance of the Salp Swarm Algorithm described in the previous section is exploited for

the design of a powerful MPPT controller to search for the optimal MPP in different working

conditions.

For the implementation, the position of the Salps (the regulated variable) represents the

duty cycle that controls the DC-DC converter, the fitness values would be the power output at
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the given Duty Cycle and the objective function is chosen as the PV output power.

Thus, for the algorithm implementation, a finite state machine model is proposed. Where

each state corresponds to a different step of the algorithm.

The flow chart below (figure 2.3) shows how the SSA is implemented for MPPT.
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Figure 2.3 : SSA algorithm Flow-chart

2.3 Simulation of the proposed SSA MPPT controller

For the simulation of the proposed SSA_MPPT controller, we propose a design methodology,

which consists, first, in modelling the PV system, then we proceeded to the selection of the
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SSA_MPPT best parameters. Next, we tested several scenarios to study the response of the

proposed controller under different atmospheric variations and partial shading conditions, taking

into account the criteria related to the convergence time, steady-state oscillations, accuracy and

robustness against atmospheric variations. Finally, we have carried out a comparative study in

terms of performance with the bio-inspired PSO_MPPT controller.

2.3.1 Modeling of a PV system

The PV system is composed of the following components : a PV generator, a Buck-Boost

converter, a load block and an MPPT controller.

2.3.1.1 Photovoltaic Array

We used a photovoltaic array containing 6 Simens SM50 modules, connected in two parallel

branches with three modules in each. Each SM50 module contains 36 cells connected in series.

The characteristic of the modules is summarized in table 2.1.

Maximum Power (W) 55

Max power voltage 17.4

Open Circuit Voltage (V) 21.7

Short Circuit Current (A) 3.4

Table 2.1 : SM50 module characteristics

We start by extracting the panel characteristics under various temperature and irradiance

conditions.

Figure 2.4 shows the Simulink model that extracts panel data and saves them to the Matlab

workplace environment.
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Figure 2.4 : Simulink model to extract panel data

These extracted panel characteristics are saved to be later used in simulating our solar system

in a Matlab environment.

2.3.1.2 Buck Boost Converter

For a power converter, we chose to use a buck boost. It presents the widest conversion range,

which makes it suitable for a variety of test environments and conditions.

The functionality of the converter and load are summarised in a single Matlab function we call

”power_math”. It takes as an input the duty cycle and the panel data we saved earlier in the

previous section and returns a voltage and current value as an output.

To be able to assign a working point (Voltage and current) for a given duty cycle, we use a

mathematical model for a buck-boost converter.

We assume a constant resistive load at the output of the converter, where, for each given duty

cycle, the equivalent resistance at the converter’s input is given by the equation 2.5 [40].

Rin =
D2

(1−D2)
∗Rload (2.5)

Knowing the equivalent resistance value of our circuit, we can calculate the current for a given

voltage. We look through our panel characteristics, calculating the current for each voltage value

until we find the closest calculated current to the panel current, which will be our working point.
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2.3.1.3 MPPT controller

For the proposed SSA_MPPT controller, we define a main function that takes the Voltage

and Current as inputs and outputs the Duty-cycle. The function keeps track of iteration and

previous states using persistent variables. Subfunctions are also implemented for repeating

operations to update the salp position. This main function represents our MPPT controller

The declaration of the function is given in figure 2.5

function [Dcycle] = SSA(V,I)

Figure 2.5 : SSA function Matlab

The main variables used inside the function are :

• fit : array that keeps track of the fitness(power) values of the Salp chain.

• pos : array that keeps track of the position (duty-cycle) of the salps.

• hist : array that keeps track of results of previous iterations : to evaluate the convergence.

• idx, itr : they keep track of the current iteration and salp.

Along with these variables, the code uses some initial parameters that determine the

configuration of the algorithm.

• ub and lb : Lowest and highest duty-cycle value.

• epsilon : threshold to consider the algorithm as converged.

• N : number of salps in the chain.

• delta_ P : change in power to consider a change in weather conditions.

Selection of parameters

The performances of an MPPT controller are strongly related to their tuning parameters

(population size, coefficient constituting the algorithm and number of iterations) which directly

affect the efficiency, accuracy and robustness of the MPP (i.e. slow convergence and being

blocked in a local maximum). So, the parameterization constitutes a critical step for the design

and implementation of the MPPT controller. To evaluate the influence of the SAA parameters,

several tests were carried out by tuning the values of parameters (Max_iter, Nbr_particules) to

select the most suitable ones, thus, reducing the processing time and improve the efficiency of

the controller (i.e. reach the MPP). The various tests are performed under standard conditions

(1000 W/m2, 25 °C) [41].

The values of SSA parameters are selected properly to balance the exploration and exploitation

process. After the different simulations, we have selected the best parameters as follows : the

population size N=3 with 20 maximum iterations, a lower bound of 0.02 and an upper bound

of 0.98 for the search space.

2.3.1.4 Testbench script

The previously described component of a PV system will be assembled in a single testbench file

that simulates its functionality.
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The testbench script can be summarized in the pseudo-code shown in figure 2.6.

load(panel_characteristics) ;
V=0 ;
I=0 ;
for t=0 :step_size :simulation_time

Duty_cycle=SSA(V,I) ;
[V,I]=power_math(Duty_cycle,panel_characteristics) ;
save V and I values to evaluate performance ;

end for ;

Figure 2.6 : Matlab testbench pseudo-code

2.3.2 Results and performance

In this section, we will test and evaluate the performance of the proposed controller.

To evaluate and compare the performance of the proposed SSA_MPPT_controller, different

scenarios are developed. The behavioural study is based on these criteria :

• Convergence speed ;

• Accuracy ;

• Stability i.e. steady states oscillations ;

• Robustness.

To prove the effectiveness of our implementation, the proposed MPPT controller is tested

under various conditions, including partial shading.

To validate the high performance of the proposed controller, a comparative study with

PSO_MPPT controller is done.

2.3.2.1 Evaluation of Convergence

To study the convergence of our implementation, we simulate with a panel under standard

temperature and irradiance conditions (1000W/m2, 25◦). We plot the evolution of power

output and duty cycle over time. We also illustrate the characteristic of the panel as well as the

functioning point reached by the controller. Results are shown in figure 2.7
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Figure 2.7 : SSA Performance, standard conditions

As can be seen in figure 2.7, our algorithm fully converges in less than 1.5 seconds and

reaches the maximum power point of the panel.

To put this result into perspective and evaluate it, we try to compare it to a more conventional

swarm method, the PSO algorithm. Figure 2.8 illustrates the results of the PSO controller under

the same conditions.

Figure 2.8 : PSO Performance, Standard conditions
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The PSO algorithm converges to the same solution as the SSA, which represents the maximum

power point. However, the SSA presents a much shorter convergence time, converging in just

under 1.5 seconds, while the PSO algorithm needs more time, converging around 1.8 seconds.

2.3.2.2 Evaluation of robustness and stability

The robustness and stability of a tracker can be tested under unstable environments, meaning

environments presenting a change in weather conditions : temperature and irradiance.

a-Change in temperature :

We first simulate our algorithm in an environment presenting a change in temperature.

We start at the standard temperature and irradiance conditions (1000 W/mw , 25◦), and after

2.5 seconds, we set the temperature at 35◦ while maintaining the radiance.

Figure 2.9 shows the results of the simulation.

Figure 2.9 : SSA and PSO Performance : Change in temperature

After the temperature change, both the SSA and PSO algorithms restart to then converge to

the new MPP. The SSA still shows shorter convergence times compared to the PSO.

a-Change in irrandiance :

In this simulation, we test our algorithm in a sudden change or irradiance, and we’ll assert its

performance. We start at the standard conditions (1000 W/mw , 25◦), then after 2.5 seconds,
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we change the radiance to 800 W/m2 while keeping the temperature at 25◦.

The results are illustrated in figure 2.10.

Figure 2.10 : SSA and PSO Performance : Change in irradiance

Both algorithms converge to the first MPP with standard conditions. After the irradiance

change, both controllers restart and eventually converge to the new MPP.

Even tho both algorithms show perfect tracking performance, SSA performs slightly better in

terms of convergence time.

2.3.2.3 performance under partial shading conditions

In this test, the goal is to determine the performance of our controller under non-uniform lighting

conditions.

To do that, multiple partial shading scenarios were set up, where each module in our array is

exposed to a different irradiance under standard temperature conditions.

Table 4.3 shows the four partial shading scenarios.

PPPPPPPPPPRoom

Date
1 2 3 4 5 6

PSC 1 1000 800 800 1000 800 1000

PSC 2 600 800 1000 800 600 400

PSC 3 1000 500 1000 1000 500 1000

PSC 4 300 500 800 1000 1000 1000

PSC 5 400 1000 100 800 800 600

Table 2.2 : Various partial shading conditions

After extracting the panel characteristics under these conditions, they’re used to simulate our
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controller, which will be compared to the PSO. Figures figs. 2.11 to 2.15 show the simulation

results under the different shading conditions for both SSA and PSO while showing the panel

characteristics under the same conditions.

Figure 2.11 : PSO and SSA Performance : partial shading 1

Figure 2.12 : PSO and SSA Performance : partial shading 2
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Figure 2.13 : PSO and SSA Performance : partial shading 3

Figure 2.14 : PSO and SSA Performance : partial shading 4
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Figure 2.15 : PSO and SSA Performance : partial shading 5

As can be seen in the above simulations, both algorithms manage to converge to the maximum

power point in all shading conditions, and the SSA consistently manages to converge in less time

compared to the PSO.

To further test and check the robustness and consistency of the algorithms, we run both

algorithms on all the above panels 50 times, and we record the outputs for tests, from which

we can extract information that will indicate the performance. Mainly the average convergence

time and the number of times the algorithm manages to reach the maximum power (within 2%

). The results are summarised in the table 2.3.

Panel
SSA PSO

Convergence time Convergence ratio Convergence time Convergence ratio

1 1.78 98% 1.63 90%

2 1.82 98% 1.82 60%

3 1.77 84% 2.04 96%

4 1.77 100% 1.8 100%

5 1.81 96% 3.77 64%

Table 2.3 : Simulation results of 50 tests on each panel

As mentioned in Table 2.3, the proposed SSA_MPPt controller algorithm is faster and more

accurate than the PSO_MPPT controller under various test conditions.

This proves not only its efficiency but also its robustness.
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Discussion of results

From the conducted simulations, we can conclude that the SSA algorithm, similar to the PSO,

manages to keep track of the MPP in all tested conditions.

Compared to the PSO, it consistently converges in a shorter time, which makes it more efficient

overall.

Conclusion

In this chapter, we initially presented the Salp Swarm Algorithm, starting from its organic

inspiration to its corresponding mathematical model. Subsequently, we explored its utilization

in photovoltaic (PV) systems for effectively tracking the maximum power point. Finally,

we executed the implementation and simulation of the controller in the Matlab environment,

demonstrating its efficacy across diverse test scenarios and conducting a comparative analysis

with the Particle Swarm Optimization (PSO) algorithm.

Moving forward to the subsequent chapter, having established the effectiveness of the SSA as

a Maximum Power Point Tracker, we can now progress to the next phase of our work, which is

the hardware implementation.
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Introduction

In the last decade, the field of microelectronics proposed new digital solutions such as Field

Programmable Gate Array FPGA circuits for implementing control algorithms. Due to the

inherent parallelism of FPGA circuits and their high computing capabilities, they can considerably

reduce computation delays of the algorithm’s implementation. Thus, embedding complex Bio-

inspired algorithms into programmable devices such as FPGA circuits may play a major role in

PV systems.

On the other hand, it remains complex for novice designers who do not have basic knowledge of

Hardware Description Language (HDL) coding and difficult for expert designers who handwrite

HDL code to get FPGA implementations in a short time (debugging, test, etc..). To shorten the

design time and save money, a new design methodology called High-Level Synthesis emerged

and gained popularity.

With this in mind, and as part of our work, we have targeted FPGA circuits and a High-Level

synthesis approach for the hardware implementation of the proposed bio-inspired Salp Swarm

algorithm. In this chapter, we will first introduce the Field Programmable Gate Array (FPGA)

circuit, with its main characteristics and architecture. Then in the second step, we will discuss

the HLS Design methodology for SSA_MPPT controller implementation, where we will target

mainly the Vitis HLS method with the Vivado design tool.

3.1 Hardware design

3.1.1 Field Programmable Gate Arrays

FPGAs, or Field Programmable Gate Arrays, are integrated circuits which have programmable

logic capabilities. Introduced by Xilinx in 1985 [42], their influence on so many fields is still

rapidly growing 30 years later.

These circuits are composed of logic elements interconnected with one another by routing

resources. The special feature of an FPGA is its reconfigurability. Logical elements, as well as

the interconnect network, can be reconfigured to support various applications.

3.1.2 FPGA Architecture

As depicted in figure 3.1, the main architecture of an FPGA circuit contains three basic blocks

that make up its functionality

• I/O Blocks.

• Programmable Interconnection Wires.

• Configurable Logic Blocks (CLBs).

Each CLB contains a Basic Logic Element (BLEs) used to implement the logical part of the

circuit. The BLE consists of a set of transcoding tables (Look Up Table : (LUT) and a D-toggle

to implement the basic functions with the memory block (SRAM), followed by a multiplexer.
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Figure 3.1 : FPGA Architecture [43]

Modern FPGAs also contain application-specific blocks (DSP blocks, for example) ; these blocks

are also considered as CLBs, and used as such.

3.2 FPGA Design methodologies

Modern FPGA design tools offer a variety of ways to describe hardware behaviour. Based on

very structured approaches, these methods allow a direct migration from a system modelling or

a high-level algorithm to an HDL design.

Faced with the constraints of time and development complexity induced by the use of the

classical design methodology (Handwriting HDL), many works have been carried out to raise

the level of abstraction for the specification of the algorithm. The objective is to propose new

tools for the automatic generation of RTL descriptions from algorithmic specifications using

higher levels of abstraction, such as C, C++, and SystemC. We then speak of “High-Level

Synthesis (HLS)”

Thus, the implementation on FPGA circuits then becomes more accessible, requiring less

expertise in hardware design.

In our work, we are interested in the high-level synthesis approach with the exploitation of

the Vitis HLS and Vivado design flow.

This approach will allow us to automatically generate hardware description block from our

high-level specification (C algorithm, for example) using the Vitis HLS flow, which will then be

integrated into the Vivado design flow along with other RTL components.

As can be seen in figure 3.2, the design methodology can be divided into two stages :

• Generating an IP from a high-level description (C algorithm) using the Vitis HLS tool.

• Integrating the generated IP, along with other HDL sources, and following the classical

Vivado flow.
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Figure 3.2 : HLS/Vivado design flow

3.2.1 Step 1 : Vitis HLS design flow

As mentioned previously, high-level synthesis (HLS) is a design methodology where we have

the ability to generate production quality register transfer level (RTL) implementations from

high-level specifications [44].

The development of a hardware design starts with specifications or a chart that the design

needs to meet. Among other things, the specifications indicated the desired functionality of the

final design.

As depicted in figure 3.3, HLS design flow starts from a software implementation ; in this

case (For Vitis_hls), we start with a C/C++ code containing a main function that we want to

be implemented, and a C testbench, that’s needed to be used to test the functionality of the

generated RTL [45].

Along with the source files, HLS also takes as inputs hardware constraints : Chosen hardware

target, clock frequency and other hardware parameters.
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Figure 3.3 : HLS Design Flow

[46]

The first step is C simulation, where the source codes are taken, compiled and run. The goal

is to verify the functionality.

After validating the results, we can move on to the next step, which is C synthesis, where

the HLS tool converts the source code into RTL. In this step, reports are generated regarding

the performance estimations of the generated architecture, which will be used to check for

compliance with design requirements. If the requirements are not met, edits can be made to the

initial source code or change optimisations through directives to the tool. Once satisfied with

the results, we move to the next step.

The generated code is simulated using the same C testbench, and the results are compared

between the RTL implementation and the C simulation. This step is called RTL/C co-simulation.

The tool automatically compares results between the two simulations and validates the generated

RTL code.

Once the co-simulation is passed, the output can be packaged in an IP that will be used in other

designs and can be included in Vivado Projects.

3.2.2 Step 2 : Vivado design flow

The basic design flow for an FPGA design can be summarised in the diagram in figure 3.4.
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Figure 3.4 : FPGA Design Flow

The design entry, or source files, take the form of HDL code (VHDL or Verilog), IP

(Intellectual property), or block design files. These source files can be generated or created in

different ways, but mainly, they can be created manually through RTL coding or using an HLS

approach.

After the creation of the main design, regardless of the approach, a test bench needs to be

created. This file will be used to perform simulations in various steps.

Once the functionality of the design is verified, the next step is the synthesis. In this step,

the synthesis tool takes the source files and translates them into a set of hardware components

that are available in FPGA hardware(such as registers, LUTs, flip-flops…).

The next four steps can be considered as the design implementation phase ; they take the

synthesised design and convert and place it into the available hardware resources.

• Translation, it takes the synthesised netlists along with physical and timing constraints and

assembles them into a single file ;

• Mapping phase : the available device resources and timing delays are checked, and reports

an error if the design violates any rule ;

• Place and route : places the different symbols generated previously and assigns them to

available FPGA resources.

After both the synthesis and implementation, a simulation needs to be performed (called

post-synthesis and post-implementation simulation) ; these simulations take into account the

timing delays generated by the different hardware components and operations.

Finally, once the design meets the desired requirements, the generated bitstream can be

uploaded to the target device and tested on hardware.
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3.3 SSA_MPPT Implementation : HLS mehtodology

As discussed previously, the first step will be implementing the algorithm using HLS to generate

an IP bloc that will be integrated into our RTL design. We first implement our algorithm in a

C program, in a similar way to our Matlab implementation, and we take it as a starting point,

where we’ll adapt it and optimise it for use in HLS. Then we will go through the HLS design

flow and finally generate the desired IP block.

3.3.1 Generation of the IP SSA_MPPT controller

For the IP generation, we targeted the Basys 3 prototyping board with the “xc7a35tcpg236-1”

FPGA circuit.

3.3.1.1 SSA C code Implementation

To have a starting C code that can later be adapted for hardware implementation, we write it

and test it in a pure software environment.

The C implementation is very similar to the Matlab implementation, and similarly, it is divided

into two main parts, the SSA function and a testbench.

SSA function C implementation :

The algorithm is implemented in the same way as the Matlab one and uses the same logic, the

only difference being the random generation function. Unlike in Matlab, the “rand()” function

in C doesn’t generate a number between 0 and 1 but instead returns an integer between 0 and

RAND_MAX. A function is implemented that would return a number between 0 and 1 and is

based on the rand() function.

float r2()
{

float a = (float)rand() / (float)RAND_MAX ;
return a ;

}

Figure 3.5 : Random generator in C

Testbench C implementations

To be able to test and evaluate the performance of the SSA function, just like in Matlab, a

testbench needs to be implemented. It is set up in the same way as the Matlab one ; the

Power_math function has also been translated.
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In addition, to be able to use the panel characteristics, a Python script has been used to convert

the panel characteristics stored in a “.mat” Matlab file m into arrays that are stored in a C header

file as variables, which will be imported into the testbench C file to be used.

Preliminary C Simulation

Before proceeding, we need to check the basic functionality of our initial C implementation.

To do so, we run our simulation for one of the characteristics under partial shading we used

in our Matlab simulation (Results shown in figure 2.12) and check if we get the same result.

Results are shown in figure 3.6.

Figure 3.6 : C testbench output

As we can see, the final power to which the model converges is the same as the one found

using the Matlab simulation, which is 127W, and is very close to the actual maximum for the

panel.

3.3.1.2 C code optimisations

As discussed previously, HLS presents some constraints ; for example, not all C functions are

synthesisable. In our previously coded program, only simple C functions were used, so there is

no need to change it.

Even if the code we have is synthesisable, it is not optimal for hardware implementation,

notably for resource usage. We’ll need to use arbitrary precision data types and adapt our

equations accordingly.

In addition, as we mentioned previously, the random number generator will be implemented

on RTL. Knowing this, we need to adapt our SSA function to take a random number as input

instead of calling an internal C function.

a-Arbitrary precision data types

Below, we discuss the choice of precision and data types for the different variables.
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- Inputs : Current and Voltage

Starting from the function’s main inputs, the Voltage and Current (V and I, respectively),

both of which will be read through the integrated Digital to Analog converter (ADC). Given

that the ADC has a precision of 12 bits [47], we limit the precision of these two values to 12

bits.

The maximum voltage for our photovoltaic system is around 100V (5 panels in series) ; we

reserve 7 bits for the integer part, which would give us a maximum voltage reading of 128 volts,

which is plenty enough for our application. This would leave us with 4 bits for the fractional

part, giving us a precision (quantification step) of 0.0625V, which translates into an error of

+/- 0.03125V. So the final data type used would be a fixed point with 7 bits in the integer part.

For the current, and to simplify the implementation of operations, we use the same type,

which will give us the same range for the current, which is also enough for our application.

The final used type would be an unsigned fixed-point number of 12 bits, with 7 bits for the

integer part ; noted “ap_ufixed<12,7>”.

- Function output : Duty cycle

The used FPGA card (Basys 3) has an internal clock speed of 100MHz. For a generated

PWM control signal of a frequency of 40KhZ, the maximum number of steps will be 2500. If

we use 11 bits for the duty cycle, we get a maximum of 2048 steps, which will allow us to not

lose much in terms of precision while still not wasting another bit, which will use more resources

while not giving many benefits in terms of precision. We reserve another bit for the integer part

(to have the value 1).

The final used type would be an unsigned fixed-point number of 12 bits, with 1 bit for the

integer part ; note “ap_ufixed<12,1>”.

- Function input : Random number

To simplify the implementation of operations, we use the same data type and precision for

the random number as the output duty cycle.

The final SSA function prototype is given below :

ap_ufixed<12,1> SSA(ap_ufixed<12,7> V, ap_ufixed<12,7> I,ap_ufixed<12,1> r2) ;

- Function internal variables

• Power :

The used solar panels have a maximum power output of 1000W, so for the integer part,

10 bits would give us a maximum value of 1024W, which would be enough. In addition,

4 bits for the fractional part gives us enough precision.

The final used data type would be a 16-bit unsigned fixed point, with 12 bits for the
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integer part.

• Other internal variables (for example, the state variable, loop indexes) are all unsigned

integers, and for which the number of bits is determined according to their maximum

values (log_ 2(Max value)).

Testbench

After editing the data types, the testbench needs to be adapted accordingly ; the same goes for

the header files.

Now that the source C++ code is ready and optimised for hardware implementation, we can

start the generation of the IP block for our function.

3.3.1.3 Creating a Vitis HLS project :

We start by launching Vitis_ HLS and creating a new project. After choosing a project name

and destination folder, we need to add our source file.

Figure 3.7 : Project creation : Adding source files.

After choosing our source file, we choose SSA as the top function from the list of available

functions we can see when we click “browse” at the top of the window.

After clicking next, we get a similar window where we add our testbench files, which contains a

“main” function that calls the SSA function, along with the corresponding header files and the

56



Chapter 3. Hardware Implementation of SSA_MPPT controller

file defining the “Power_ math” function.

Finally, we get a window to choose the target device ; we choose the “Basys 3” board from the

list of available boards (which was added to the Vitis software earlier).

Figure 3.8 : Project creation : Target selection.

At this step, we also specify the target clock speed ; in our case, the main clock has a

frequency of 100MhZ, which translates to a period of 10ns.

Finally, we click finish to create our project.

3.3.1.4 C Simulation

Figure 3.9 shows the flow navigator, which summarises the different steps to be followed.
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Figure 3.9 : Flow Navigator.

We start with the C simulation. Where the C source code is compiled and run, the output of

the testbench function is checked to ensure the proper functionality of the code.

In this case, the main function runs the algorithm twice and prints the power after the system

converges.

Figure 3.10 shows the output after running the simulation.

Figure 3.10 : C simulation output.

As depicted, the program compiles with no errors and the final power is indeed the maximum

power of the tested panel (The same result found in Matlab shown in figure 2.12).

3.3.1.5 C synthesis

After successfully completing the simulation, we can move on to the next step, which is the C

Synthesis.

This step takes the C code as input and converts it into HDL. We launch it from the flow

navigator.

The synthesis completes with no errors, but we have some warnings :
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Figure 3.11 : C Synthesis Warnings

This warning concerns all persistent variables and means that these variables are only

initialised at power-on and not after a reset.

To reset our algorithm, the only variable that needs to be initialised again is the “state” variable,

and the algorithm will reset all other variables.

To solve this, we add a directive after the variable declaration, which would tell the synthesis

tool to reset the “state” variable after the reset button is pressed.

The directive is “# pragma HLS reset variable=state”.

We run the synthesis again after changing the setting, and it completes with no warning for the

“state” variable, which is the desired outcome.

At the end of the synthesis, a report is generated, where we can see various metrics about the

generated RTL. Figure 3.12 depicts the timing estimation, which in this case, is within our

design target (10ns).

Figure 3.12 : C synthesis timing estimation

Another important metric is resource usage, and performance estimations, which are

summarised in Figure 3.13
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Figure 3.13 : C synthesis Usage estimation.

We can see the resources used by different parts and subfunctions of the design. As depicted,

the “update_pos” function, which updates the position of the salps and is the function that

contains all the used mathematical formulas, consumed the most resources in our design.

We can also see the performance estimation for loops present in the code, which have been

pipelined, meaning that iterations are run one after the other in a pipeline. Directives can be

used to flatten or unroll them, meaning iterations would be run in parallel, which would result

in faster run time (fewer clock cycles to complete computation) but will also increase resource

usage. This can be done in the case of independent loops (each iteration is independent of the

others), which in our case, the loops are the reset loops. We unroll them by adding the directive

“# pragma HLS UNROLL” inside the loop. After running the synthesis again, we review the

resource usage shown in Figure 3.14.

Figure 3.14 : C synthesis Usage estimation.

The usage hasn’t changed much, so we keep our loops unrolled. It didn’t use up a lot of

resources given that the unrolled loops are small (3 to 5 iterations), but in the case of long

loops, the usage would increase significantly, in which case, the loop can be unrolled partially

(run a given number of iteration in parallel instead of all of them).

In figure 3.15, we get a description of the different inputs and outputs of the generated IP,

of which we have the C function inputs and outputs, along with automatically generated control

signals, that will be used to control the block.

60



Chapter 3. Hardware Implementation of SSA_MPPT controller

Figure 3.15 : IP Bloc Ports

The main inputs of the designed block are V, I and r2, which are, respectively, the voltage,

current and a random number.

The output port is “ap_return”, which represents the return value of our C function and the

main output of our block. The automatically generated control signals include the “ap_clk” and

“ap_rst”, which represent the clock and reset input signals. “ap_ctrl” contains four signals :

• ” ap_done” : Output logic signal, high for one clock cycle when the output “ap_return” is

ready.

• ” ap_idle” : Output logic signal, high when the bloc is idle.

• ” ap_ready” : Output logic signal indicates when the block is ready to take in new inputs.

• ” ap_start” : Input logic signal, an enable signal, the block runs when high, and is idle

when low.

3.3.1.6 C/RTL cosimulation

Now that we are satisfied with our synthesis results, we can move on to the next step, which

is the C/RTL CoSimulation. In this step, both the C and RTL implementations are simulated

using the same C testbench, and the results are compared to check the good functionality of the

generated HDL code. Figure 3.16 depicts the CoSimulation results.

Figure 3.16 : Cosimulation result

At the end of this step, we get a report indicating that the implementation had passed the

co-simulation, meaning that our generated HDL behaves as desired.
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3.3.1.7 IP block generation

After successfully completing the co-simulation, we move on to the next step, which is exporting

the design as an IP block. To do this, we click on “Export RTL” in the flow navigator.

Figure 3.17 illustrates the generated SSA_MPPT IP block.

Figure 3.17 : The generated IP block

Along with the bloc, other files are also included in the package, including the generated HDL

source files and the initialisation templates (used to include the IP in other RTL entities).

Figure 3.18 : IP Source files and initialisation templates

3.3.2 FPGA implementation of the IP SSA_MPPT

We will create a Vivado project where we’ll integrate the generated IP_SSA_MPPT, and where

we’ll write HDL code to control its general behaviour and add functionalities that are not

integrated into the IP, and follow the necessary steps to generate the final bitstream file. It

is important to note that in this step, we target the same device selected previously during the

IP generation phase, namely the “7a35tcpg236-1”.

3.3.2.1 Creating project and integrating the generated IP

The first step in implementing the VIVADO design is creating a new empty RTL project, where

we will need to specify the name and location of the project, as well as the target device, as
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depicted in Figure 3.19.

Figure 3.19 : New Vivado Project summary

After the project is created, we create a new VHDL source file, which will be our top-level

design. Then, we add the generated IP to our project from the IP catalogue window and then

add it to our top-level source file as a component.

Figure 3.20 : Including the IP_SSA_MPPT in the Vivado project

-Random generator

As described previously, the random number needs to be generated and given as input to the
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SSA bloc, so a random number generator needs to be implemented in RTL to provide them.

Our application is not a cryptographic problem where numbers need to be true random numbers ;

a pseudo-random number would suffice. So our goal is to find an easy-to-implement generator

(or an already existing implementation).

Looking through the literature, we find one such random generator that is described in [48].

DAVID BLACKMAN and SEBASTIANO VIGNA based their generator on the Xorshift concept

invented by George Marsaglia [49].

This generator has been implemented by the original authors in different software languages but

not described in hardware.

Joris van Rantwijk implemented these generators in VHDL [50] and published them under an

open-source licence.

This implementation is capable of outputting a number per clock cycle (after initialisation is

done), which provides ample speed for our application.

It has been included in our project and modified to only output 12 bits.

-XADC

For the FPGA to be able to read the sensors’ measurements, we use its integrated Analog to

Digital Converter (XADC).

Figure 3.21 : XADC IP bloc

The XADC is provided as a reconfigurable IP core. It provides several input channels and

different output protocols. The needed input channels are the ones wired to the XADC input

of the Basys 3 board.

This IP bloc needs to be controlled, which we do through a finite state machine.

To reduce noise, for every value, we take the measure multiple times, and the average is

outputted ; this behaviour can be configured in the IP customisation window, where we can

choose the number of samples to be averaged (16, 64 or 256), we choose 256.

The controller behaviour is summarised in the chart below :
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Figure 3.22 : XADC Controller flow chart

-PWM generator

To control the DC/DC converter, we need a PWM generator that takes as input the duty cycle

and outputs a PWM signal with the same duty cycle. It also takes as generic inputs which specify

the output PWM frequency and the number of bits for the duty cycle.

The module ports are given below :

ENTITY pwm IS
GENERIC(

sys_clk :INTEGER := 100_000_000 ;--default system clock frequency in Hz
pwm_freq :INTEGER := 20_000 ;--PWM default switching frequency
bits_resolution : INTEGER := 11--bits of resolution setting the duty cycle
) ;

PORT(
clk : IN STD_LOGIC ; --system clock
reset_n : IN STD_LOGIC ; --asynchronous reset
duty : IN STD_LOGIC_VECTOR(bits_resolution-1 DOWNTO 0) ;--duty cycle
pwm_out : OUT STD_LOGIC --pwm outputs
) ;

END pwm ;

Figure 3.23 : PWM Module ports

Based on the system and the desired output frequencies, the generator determines the number

of output steps, in other words, the maximum number of distinct possible duty cycles.

The general behaviour of the algorithm can be summarised as follows :

The different iterations are performed at the system clock speed, which would result in the

desired output frequency.

Control and top-level module

After seeing all the different parts of the design in the previous sections (SSA, Random generator,

XADC), we now need to integrate them into a single top design, which will be our main design.

We first include these different modules as components in the top module. These components
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counter=0
half_duty= duty_cycle*number_of_steps
while (1)

if (counter<half_duty)
PWM='1’
counter=counter+1

else if counter<number_of_steps
PWM='0’
counter=counter+1

else
counter=0

Figure 3.24 : PWM generator behaviour

will be controlled through generated signals. The functionality of the controller is summarised

in the chart below :

Figure 3.25 : Top module controller flow-chart

We can visualise the final source hierarchy of our design :

Figure 3.26 : Top module source hierarchy

The final ports of the top module are given below :
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entity TOP is
Port (
clk : in std_logic ;
rst : in std_logic ;
vauxp6 : in std_logic ;
vauxn6 : in std_logic ;
vauxp7 : in std_logic ;
vauxn7 : in std_logic ;
vp_in : in std_logic ;
vn_in : in std_logic ;
OUTT : out STD_LOGIC_VECTOR ( 10 downto 0 ) ;
pwm2 : out std_logic ;
done : out std_logic

) ;
end TOP ;

Figure 3.27 : TOP Module ports

3.3.2.2 Simulation and Testing :

After finalising our design, we need to test its functionality and validate its behaviour and

performance. We will use the simulator integrated into the Vivado design tool.

-Testbench :

To design our testbench, we follow the same logic as we did with the testbench in C language.

The testbench would provide inputs to our design : in this case, the voltage and current, based

on the current duty cycle.

This is done based on the previously used panel data and equations. We note that the panel data

is converted to a usable format in VHDL (text file) using a Python script.

Behavioural Simulation

The first step is the behavioural simulation, where only the functionality of the design is

evaluated. Figure 3.28 illustrates the simulation results.

The results of the simulation are shown below :

Figure 3.28 : Behavioural simulation results of the IP SSA_MPPT controller

To evaluate the good functionality, we compare the final result with our software simulation
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results. We convert our hexadecimal duty cycle value to decimal by dividing the number by

the maximum possible value with 11 bits. The duty cycle is represented by the signal “OUT”,

which converges to the hexadecimal value “3e5”, which is 997 ; we divide this value by the

maximum number we can represent in 11 bits, which would be 2047. The resulting number

would be our output duty cycle ; in this case, we find 0.48, or 48% .

By running our Matlab simulation for the same panel, we find the same final result, which is

48%, meaning our design behaves as expected.

Now we need to evaluate the behaviour of the system in other conditions ; first of all, we check

the reset behaviour : if the algorithm restarts properly after a reset.

To do this, we force our reset button to a high value and then back to a low value without

changing the testbench and observe the behaviour.

Figure 3.29 : Reset Behaviour simulation

As we can see, after the reset, the algorithm is properly restarted. We can see this by looking

at the output values, which, in the first iteration, are uniformly distributed in the search space.

Another behaviour that needs to be checked is the change in weather conditions. To do this,

after the program converges, we force one of the input values (current or voltage) to a different

value and see if the algorithm restarts.

Figure 3.30 : Weather Change Behaviour simulation

As we can see if Figure 3.30, after the change in the power input (in this case, we forced the

voltage to a different value), which means a change in weather conditions, the algorithm restarts

to find the new maximum power point, which is the expected behaviour.

3.3.2.3 Synthesis & Implementation

Once we confirm the right behaviour of our design, the next steps in the design flow are

synthesis and implementation, but first, we need to define our constraints.
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To do so, we start by downloading the master constraints file for our board, which contains

the definitions of all ports, and we assign our top-level design ports to their respective pins.

We start by running the synthesis from the flow navigator window in Vivado, after which we

run the implementation.

After they are both completed successfully, we can evaluate the generated reports ; we mainly

focus on two metrics : usage and timing. Figures figs. 3.31 to 3.33 illustrate a summary of

resources used and the Design timing.

Figure 3.31 : Design Timing summary

Figure 3.32 : Design Logic Usage summary

Figure 3.33 : Design DSP Usage summary

Our design falls within the physical limits of the selected prototyping board, not exceeding

resource usage, and the timing performance is under our timing constraints to function with a

100Mhz clock.
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Looking at a more detailed utilisation report shown in figure 3.34, we can see which part of the

design uses the most resources.

Figure 3.34 : Design Detailed Usage

Most resources are used by the “update_pos” function and, more precisely, the calculation of

the exponential.

We also get a detailed report regarding the power consumption estimation, shown in figure 3.35.

Figure 3.35 : Power usage estimation

As we can see, the power consumption is very low and way under our board limit (5W).

This is mainly due to the fact that our design stays idle for most of the time in the delay between

iterations. The actual calculations happen in a couple of clock cycles, while the delay takes a

million clock cycles.

Figure 3.36 illustrates the implementation and occupation of the proposed MPPT controller

on the selected FPGA circuit.
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Figure 3.36 : Device implementation visualisation

Being satisfied with our results, we can generate the bitstream that will be loaded to our board.

Conclusion

In this chapter, we review the process of implementing the Salp Swarm Algorithm on an FPGA,

using a workflow combining both Vitis HLS and Vivado design suits.

We simulated our design, and verified the proper functionality, then completed the different steps

of the FPGA design flow. Finally, we evaluated the performance.

After completing these steps, being satisfied with our results, and for testing the functionality

of the proposed controller in a real environment, we can generate the bitstream which will be

loaded to our board.

In the next chapter, we’ll go over the hardware testing in a real environment.
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Introduction

After implementing our Maximum Power Point Tracking algorithm, the Salp Swarm Algorithm,

in both software (MATLAB) and hardware (FPGA) and validating its functionality using

software environments and theoretical panel data. Now we need to test and validate the design

using real-world data.

In this section, we will first extract solar panel data under different conditions while presenting

the setup used.

The recovered data will then be used to test both the software and hardware implementations.

Finally, we will test the whole FPGA-implemented design in real-time, connecting it directly

to the photovoltaic panels.

4.1 Presentation of the test setup

For this test, we need to gather all the elements constituting the whole architecture of the

photovoltaic system under test.

4.1.1 DC/DC Converter

As explained in section 1.1.3, to be able to function at the Maximum Power Point, we need a

variable impedance at the output of the panels.

Similarly, to extract panel characteristics, we need a way to vary the impedance at the output

of our panels.

There are multiple ways of doing this, each presenting upsides and downsides. We will

present in table 4.1 three possible approaches.

Method Upsides Downsides

Manual load variation •Cheap and easy to implement

•Slow and laborious testing

•Imprecise results and limited

number of points

•Requires high power variable

load or various constant loads

Electronic variable load •Fast,easy and precise testing •Requires high power MOSFETs

Impedance adapter •Fast,easy and precise testing •Requires a high power load

Table 4.1 : Comparison of different panel testing methods

From these three methods, both the Electronic variable Load and Impedance adapter are

good options ; they present fast and precise testing. The choice between the two will be made

depending on available hardware.

Having high-power resistors at hand, we chose to use an impedance adapter (a DC/DC

converter) for our testing. To get the maximum range of testing, we decided to use a

BUCK/BOOST converter.
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4.1.1.1 BUCK/BOOST converter

Buckboost is a type of switching power converter. They can step up and down a voltage.

The schematic for such a converter is given in figure 4.1

Figure 4.1 : Buck-Boost Converter Schematic

This converter can function in one of three modes depending on the control signals :

• Buck-Boost mode : Buck gate and Boost gate controls signals in sync.

• Buck mode : Boost gate always OFF, the control signal of the Buck gate.

• Boost mode : Buck gate always ON, the control signal of the Boost gate.

The converter is more efficient and presents fewer losses working in the Buck mode or Boost

mode compared to the Buck-Boost mode.

Thus, for controlling the converter, we use the control signals detailed in table 4.2.

Buck-Boost Duty-Cycle (Dc) Buck gate Duty-Cycle Boost gate Duty-Cycle

Dc<50% Dc.2 0%

Dc≥50% 100% (Dc.2)-100%

Table 4.2 : Buck Boost converter control signals

4.1.2 Selected photovoltaic panels

The solar photovoltaic panel used consists of an array of 12 modules. The modules are from

YINGLI SOLAR, model YL80.

The modules are connected in a series/parallel configuration : 2 panels in series, which will

be connected in parallel with the other pairs (4.3).
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Figure 4.2 : Solar Panel Configuration

The modules have a max power output of 80W each ; the whole array would give a maximum

power output of 960W.

The modules being connected in pairs of 2 in series, would have a maximum output voltage of

44V.

Figure 4.3 shows the solar panels used.

Figure 4.3 : Chosen solar photovoltaic array

4.1.3 Sensors

To be able to collect data (Current and Voltage), we need to use some sensors.
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4.1.3.1 Current sensor

The current sensor used is the LEM LA100-P ( figure 4.4). It is based on the Hall effect. With

a maximum current sensing capacity of 100A, it is enough for our application (the maximum

current of the array is 30A).

Figure 4.4 : LA100P Current sensor

The sensor has a factor of reduction of 2000 [51], meaning that for a sensed current of 1A,

we’ll have 0.5mA at the output.

To measure the output current, we use a shunt resistor of a value of 100 Ω. Figure 4.5 shows

the final circuit used.

Figure 4.5 : Current sensor circuit
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4.1.3.2 Voltage sensor

For voltage sensing, we use a simple voltage divider. Taking into account the maximum input

voltage of our boards’ ADCs (Microcontroller and FPGA), and the maximum output voltage of

the panels, we determine the Resistors to be used. Figure 4.6 shows the circuit and values of

the resistors used.

Figure 4.6 : Voltage sensor : Voltage divider

Using Ohm’s law and Kirchhoff’s Voltage Law, we can calculate V 1 and V 2 with respect to

V ; the formulas used are given respectively in 4.1 4.2.

V1 =
R2 +R3

R2 +R3 +R4

.V = 0.078 ∗ V (4.1)

V1 =
R3

R2 +R3 +R4

.V = 0.017 ∗ V (4.2)

The maximum voltage supported by the microcontroller is 3.3V, and the FPGA board is 1V.

This is why we used three resistors to get two voltages suited for both boards.

For the maximum 44V output voltage, we’ll get V1 = 3.12V and V2 = 0.74V , which is under

the maximum supported voltages.

4.2 Extracting panel characteristics under different shading

conditions

The first practical test we will conduct is extracting panel characteristics.

4.2.1 Presenting the setup for collecting panel characteristics

To extract the panel characteristics, we use a microcontroller ; in this case, we used the STM32

BluePill 4.7.
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Figure 4.7 : STM32 BluePill

The choice was mainly based on the availability of a precise ADC converter (12 bits) and a

high clock frequency (72 MHz) that would allow us to generate a high-frequency PWM control

signal while not losing on precision.

We write a C program that loops through all possible PWM values for each one, measures

both current and voltage, and sends them through a serial interface.

We set the PWM divider to 1800, meaning that, for the given clock frequency of 72MHz, the

output PWM frequency would be 20MHz, and we would have 1800 steps (or measurement

points).

The algorithm can be summarized in the pseudo-code shown in figure 4.8.

Duty_Cycle=0 ;
while Duty-Cycle<1800

Set_PWM(Duty-Cycle) ;
Duty_Cycle=Duty_Cycle+1 ;
Delay ;
Read(Voltage, Current) ;
Serial_Print(Voltage, Current, Duty_Cycle) ;

end while

Figure 4.8 : Single objective SSA pseudo-code

The diagram of the test setup as a whole is shown in figure 4.9a, and the real test setup is in

figure 4.9b.
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(a) Panel characteristic testing setup : Diagram

(b) Panel characteristic testing setup : Real image

Figure 4.9 : Panel characteristic testing setup

4.2.2 Panel characteristics

From the microcontroller, we send raw data, meaning direct ADC values, which will be put in

a spreadsheet in which we would calculate the real voltage, Current and Power Values, and then

plotted.

To start, we test our panels in a sunny environment with no partial shading. The results are

presented in figure 4.10.
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(a) P-V Characterestic

(b) I-V Characteristic

Figure 4.10 : Panel characteristics : No shading

Both the V-I and P-V characteristics of the panel are very similar to the theoretical ones,

where we have a maximum power point, and the characteristic is linear below that point.

We can also notice a slight noise in the curve ; it is due to both the measurement and the converter

circuit, where small noises are introduced to the system.

The maximum output power is 638W, which is below the maximum theoretical value of the

panels, which is 960W.

This is due to several reasons :

• Panels not being fully clean ;

• The ageing of the panels : reduces their efficiency ;

• Losses in the cables ;

• Not optimal lighting and temperature conditions.

Next, we proceed to test the panels under various partial-shading conditions ; we chose three

different conditions we demonstrate in figures figs. 4.11 to 4.13.
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(a) P-V Characterestic (b) I-V Characteristic

Figure 4.11 : Panel characteristics : Partial shading 1

(a) P-V Characterestic (b) I-V Characteristic

Figure 4.12 : Panel characteristics : Partial shading 2

(a) P-V Characterestic (b) I-V Characteristic

Figure 4.13 : Panel characteristics : Partial shading 3

Just like the theoretical characteristics, under partial shading, the P-V characteristics show

local maximas.

4.2.3 Preliminary testing of the design (off-grid testing)

Now that we have our practical panel data, we will use them to test our implemented Salp Swarm

Algorithm, both in the Matlab environment and in Vivado.
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4.2.3.1 Test under Matlab

We edit our testbench so that for each given duty cycle, we look through our recorded data and

return the corresponding Voltage and Current values. (Instead of using the panel data and the

equation of a converter).

First, we try the data with no shading ; the results are shown in figure 4.14.

Figure 4.14 : SSA performance, no shading.

As we can see, our algorithm managed to converge to the MPP, with a final duty cycle value

of 83%.

The second test is under more complicated conditions : Partial shading.

We run the three previously shown characteristics we got under partial shading ; the results are

shown in figure fig. 4.15.
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(a) Partial shading 1

(b) Partial shading 2

(c) Partial shading 3

Figure 4.15 : SSA performance under partial shading conditions
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In all three conducted tests, the algorithm managed to converge to the MPP.

4.2.3.2 Test under Vivado

Now that we validated our software implementation, we proceed to test our hardware design of

the same algorithm.

We first start by adapting the VHDL testbench, and just like in Matlab, instead of using the

converter equations, the testbench would look up the duty-cycle value in the panel characteristics

and assign the corresponding voltage or current values.

The same Python script we used in Chapter 1 was used to convert the data into a text file that

can be read in Vivado.

We can see the result of the simulation in figure 4.16.

Figure 4.16 : SSA simulation, with no shading.

The final output duty cycle to which our design converged is ”6bc”, which equals 1724 in

decimal. Dividing this by the maximum value (2048), we get a duty cycle of 0.84 or 84%,

which is the same solution found on Matlab (figure 4.14) and which corresponds to the MPP.

We test now with the remaining characteristics under partial shading conditions. Results are

shown in figure 4.17.
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(a) Partial shading 1

(b) Partial shading 2

(c) Partial shading 3

Figure 4.17 : SSA hardware implementation performance under partial shading

We summarize all our Matlab and Vivado results in table 4.3.

Conditions
Vivado Matlab

Hex Value Decimal Equivalent Duty-Cycle Duty-cycle

No shading 6bc 1724 84% 83%

Partial shading 1 582 1410 68% 68%

Partial shading 2 5af 1455 71% 71%

Partial shading 3 6e4 1764 86% 86%

Table 4.3 : SSA simulation Results

As can be seen, the results we found on Matlab and the ones we found from our hardware

design in Vivado are similar, and both converge to the MPP in both normal conditions and

under partial shading.
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4.3 Integrating the SSA MPPT

In this section, the aim is to integrate our FPGA-implemented SSA_MPPT controller into our

test setup and test it in real-time.

4.3.1 Presenting the setup, including the implemented tracker on FPGA

In order to test the SSA controller, we need to first integrate the FPGA into our chain and

implement a way to log data which would allow us to observe the controller’s behaviour.

Our proposed approach is the use of a microcontroller to record data and log it to a computer,

while the FPGA containing our SSA controller generates the control signals.

Figure 4.18 shows a diagram of our proposed set up.

Figure 4.18 : Real-time testing setup diagram

Figure 4.19 presents the real used setup.
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Figure 4.19 : Real-time testing setup

Where we have :

• 1 : Buck Boost Converter ;

• 2 : STM32 Microcontroller ;

• 3 : FPGA Basys 3 board ;

• 4 : DC Power input from PV panels ;

• 5 : DC Power output to Load.

4.3.2 SSA_MPPT live testing

Our testing methodology is compromised of 2 steps :

1. Extract panel characteristic using the microcontroller.

2. Run our MPPT controller while recording data thorugh the microcontroller

This methodology allows us to not only observe the behaviour of the controller through the

collected data but also we will also be able to ensure that it’s converging to the maximum

power point by comparing the convergence point of the controller to the panel characteristic

we extracted.

We tested our panel under a partial shading ; figure 4.20 shows the P(V) characteristic of

the panel under the test conditions.

87



Chapter 4. Practical implementation and testing

Figure 4.20 : Panel characteristic under partial shading

Right after recording the characteristic, we run our ssa_MPPT controller while monitoring

and recording current and voltage values.

Figure 4.21 shows the variation of power output through time while the SSA controller is

running.

Figure 4.21 : SSA_MPPT controller behaviour : P(t)

As shown in figure 4.21, after 1.1 seconds, the algorithm converges and stabilises at 45W,

which, by looking at the characteristic in figure 4.20, is the maximum power point.

We can also notice peaks in power exceeding the maximum power point ; they are due to
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measurement and circuit noise.

Conclusion

In this part, we realized a real test bench for testing solar panels and extracting their

characteristics. We then used the panel data we collected under various conditions to validate

our chosen method in a software environment (Matlab and Vivado). Finally, we tested our

implemented controller on-grid and proved its effectiveness.
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Conclusion and perspectives

This work aims to implement the SSA bio-inspired MPPT technique to control photovoltaic

systems.

In this project, we implemented and tested the chosen algorithm in a software environment

where we compared its performance to the PSO algorithm and where it showed its effectiveness

in partial shading conditions.

We then used the Vitis HLS and Vivado design flows to create a hardware implementation and

architecture for our controller. After this, we tested it and compared the results to the software

simulation.

Finally, we developed a hardware test environment : From power circuitry to data collection,

where we tested our designed controller in real time and validated its functionality.

In the end, not only did we successfully implement and validate the SSA algorithm, but the

designs and test environments we developed can be used to test and implement any other MPPT

algorithm quickly. Indeed, any other technique can be tested with the same tools and hardware,

only needing to go through the HLS design flow.

The perspectives can be summarized in the following points :

• Further test the SSA controller under more varied conditions and using different panels ;

• A study about the large-scale deployment of the controller and the benefits it can give ;

• Using the test environments and hardware we developed to implement and test other

techniques and do a comparative study.
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