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Résumé—Les microgrids sont des réseaux électriques de petite taille intégrant des sources d’énergie renouvelable, des
générateurs distribués, ainsi que des charges locales. Ils sont conçus pour fournir un approvisionnement électrique
fiable et de meilleure qualité dans différents modes de fonctionnement, qu’ils soient isolés ou connectés au réseau
principal, tout en assurant une transition douce entre ces modes. Ce type de système est confronté à de nombreux
problèmes techniques liés à la nature des charges, aux interruptions des sources d’énergie, et à l’interconnexion
de multiples composants de nature différente, ce qui impacte la qualité de l’énergie fournie et la stabilité globale
du microgrid. Avec l’émergence des convertisseurs de l’électronique de puissance et des dispositifs de commande
modernes, il est désormais possible de résoudre un grand nombre de ces problèmes. Le travail réalisé dans le cadre
de cette thèse rentre dans ce contexte. En conséquence, et compte tenu des performances robustes des commandes
modernes, y compris la commande par ordre fractionnaire, la commande par mode glissant et la commande logique
flou, nous avons développé de nouvelles stratégies et outils de commande pour les microgrids. De récents types
d’onduleurs à source de tension, appelés onduleurs Z-source et onduleurs quasi-Z-source, sont incorporés. Grâce à
leur conception et à la stratégie de commande adoptée, une fonction supplémentaire d’augmentation de la tension
d’entrée est incluse. En apportant des ajustements au commande universelle du statisme, une structure hiérarchique
améliorée et une nouvelle structure décentralisée ont été conçues pour gérer plusieurs onduleurs à source de
tension connectés en parallèle. La stratégie de commande décentralisée a été proposée comme solution pour gérer
les différents modes de fonctionnement du microgrid sans recours à des lignes de communication. Cela permet
d’éviter les limitations de la commande secondaire centralisée incluse dans la structure hiérarchique, telles que les
retards ou les pertes de données, qui pourraient entraîner l’effondrement complet du système. Différents algorithmes
métaheuristiques modernes ont été adoptés pour déterminer les valeurs optimales des paramètres des commandes
proposée.

Mots-clés :Microgrid flexible, Onduleurs de source de tension parallèles, Onduleur Z-source, Commande universelle
du statisme, Commande par ordre fractionnaire, Commande par mode glissant super twisting, Commande décentrali-
sée, Commande hiérarchisée, Optimisation métaheuristique.

Abstract—Microgrids are small-scale electrical networks integrating renewable energy sources, distributed generators,
and local loads. They are designed to provide reliable and high-quality power supply in various operating modes,
whether islanded or connected to the main grid, ensuring a seamless transition between these two modes. This
type of system faces numerous technical challenges related to the nature of the loads, interruptions in energy
sources, and the interconnection of components with different characteristics, which can impact the quality of
the supplied power and the overall stability of the microgrid. With the emergence of modern power electronics
converters and advanced control devices, a large part of these challenges can be solved. The work conducted as
part of this thesis aligns with this context. Based on the robust performance of modern control systems, including
fractional-order control, sliding mode control, and fuzzy logic control, we have developed new strategies and
control tools for microgrids. Modern types of voltage source inverters, called Z-source and quasi-Z-source inverters,
have been integrated. Through their design and adopted control strategies, an input voltage boosting function
is enabled. Thanks to modifications in universal droop control, an improved hierarchical structure and a new
decentralized structure were designed for managing multiple voltage-source inverters connected in parallel.
The decentralized control strategy was proposed as a solution to manage the various operating modes of the
microgrid without the need for communication lines. This approach avoids the drawbacks of centralized secondary
control in hierarchical structures, such as delays or data loss, which could lead to a complete system failure.
Furthermore, modern metaheuristic algorithms were employed to determine the optimal values for control parameters.

Keywords : Flexible microgrid, parallel voltage source inverters, Z-source inverter, Universal droop control, Fractional-
order control, Super-twisting sliding mode control, Decentralized control, Hierarchical control, Metaheuristic optimi-
zation.
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General Introduction

For several decades, electrical energy has been produced from hydraulic, thermal or
nuclear stations. Located in areas far from centers of consumption, the central stations

require a very powerful process of generation with a vast transmission and distribution
network to feed electricity on a large scale. This model is based on a unidirectional
power flow, circulating from high voltage levels to low voltages. However, this mode of
centralized electricity production faces significant economic and environmental challenges,
including ever-increasing global electricity consumption, pollution of the environment
by rejecting CO2 under the generation process, the gradual depletion of fossil and fissile
resources, and significant energy losses during transmission and distribution. To face
these challenges, energy-productive companies have adopted a more flexible and localized
mode of production : decentralized or distributed generation [1, 2].

In decentralized production, electrical energy is generated locally and near the consu-
mers, using a variety of distributed-generation (DG) sources such as photovoltaic panels,
wind turbines, microturbines, and fuel cells. Some of these technologies offer dual produc-
tion of heat and electricity, known as cogeneration systems. This model offers a number
of advantages, including reduced greenhouse gas emissions, lower energy losses during
transmission, and lower infrastructure construction and maintenance costs [3–6]. Howe-
ver, due to the intermittent nature of some sources and the emergence of new types of
electrical loads, the isolated integration of a DG units into a network can generate voltage
and frequency fluctuations, as well as power line overloads that can exceed thresholds
set by international standards. These disturbances compromise the quality of the energy
distributed. To overcome these constraints and ensure stable grid operation, the microgrid
concept was introduced [7, 8].

In fact, microgrids ensure a reliable, cost-effective power supply, guaranteeing better
power quality for critical loads. Thanks to the integration of DGs, the microgrids enhance
grid stability, offering greater flexibility and resilience. They can operate either in stand-
alone mode or connected to the main grid. This concept optimizes electricity management
and distribution. From the point of view of the electrical distribution network, the
microgrid can be considered as a load or a generator according to the amount of power
generated by the DG units or the power required from loads [9].

A microgrid has a different architecture and operation from a conventional electrical
network, giving it additional advantages and challenges. Indeed, the operation of mi-
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Figure 1 – Smart Hybrid Microgrid Architecture

crogrids is affected by several disturbances related to weather conditions, the nature of
electrical loads, and the transition between different operating modes [10]. This generates
instabilities, frequency and voltage variations, and the presence of harmonic currents.
Indeed, this requires special protection equipment taking into account the bidirectional
energy flow as well as the sharing of active and reactive power between all the DGs which
must be guaranteed [11]. To face all these challenges and to ensure a reliable, sustainable,
and uninterrupted power supply, microgrids require advanced control strategies and
intelligent management to ensure local balance and improve their economic performance.
Microgrid control must fulfill several essential roles :

— Operate as a single entity in front of the main grid
— Limit power exchanges according to defined thresholds
— Maintain frequency and voltage within standards
— Distribute resources to achieve energy balance
— Reconnect and synchronize the microgrid securely

Moreover, most DGs are not compatible with each other. Power converters are therefore
crucial to ensure the interface between them [12]. As an example, photovoltaic panels
and batteries produce DC power, while wind turbines generate AC power that needs an
improvement in its quality in terms of voltage and frequency. Thus, Power converters
play a key role in the integration and management of DGs. They ensure the conversion of
the energy produced in order to make it compatible with the microgrid. By adapting the
voltage, frequency, and shape of the current, they guarantee a stable and quality power
supply, facilitating the control of energy flows, optimizing the use of available resources,
and contributing to the stability of the whole system.

To ensure efficient conversion of energy from DGs, different types of power converters
are used depending on the characteristics of each source. In the case of photovoltaic
(PV) energy, a boost converter is generally used to increase the DC voltage from the
solar panels. This process is optimized by the maximum power point tracking (MPPT)
technique, which also facilitates the exploitation of the energy produced by the PV cells.
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Once the voltage is adjusted, a DC/AC converter is necessary to transform this energy
into AC nature in order to supply the AC loads of the microgrid or to inject the energy
into the main grid.

For DC/AC conversion, the VSIs are widely utilized as power electronics interfaces
where they can operate as voltage-controlled-VSI (VC-VSI) or current-controlled-VSI
(CC-VSI) [13]. The VC-VSI is used to stabilize the microgrid voltage at the point-of-
common-coupling (PCC), where the loads are connected. The CC-VSI is adopted to
exploit the maximum power of the RESs to the local grid under all operating conditions
and modes. In fact, the hybridization between CC-VSIs and VC-VSIs provides better
reliability of local supply to the household user when connected to the regional microgrid.
On the other hand, conventional VSIs have some limitations, particularly in terms of
adapting to variations in RESs. To overcome these constraints, the Z-source inverter (ZSI
or ZSVSI) has been introduced as a high-performance alternative [14, 15]. Thanks to its
ability to operate in boost or buck mode without the need for an additional conversion
stage, the ZSI improves the reliability and efficiency of power systems.

Power converter control is crucial for ensuring the stability and performance of micro-
grids, which increasingly integrate intermittent renewable energy sources and complex
loads. The scientific literature explores a broad spectrum of strategies to meet this chal-
lenge [16]. Classical techniques, such as proportional-integral (PI), proportional-integral-
derivative (PID) controllers, and vector control, while established, may struggle to deliver
optimal performance given the fast dynamics and nonlinearities of modern electrical
systems [17–19]. In response, advanced, intelligent, and robust approaches have been
developed. Among these are various nonlinear strategies, fuzzy logic control (FLC), which
can handle imprecision and uncertainty without requiring an exact mathematical model
of the system , and model predictive control (MPC), particularly its finite-set variant
(FS-MPC) [20–23]. MPC is valued for its ability to optimize control actions considering
constraints and future system predictions, thereby improving waveform quality and
dynamic response [24]. Proportional-resonant (PR) controllers are effective for regulating
alternating currents [25], while fractional-order robust control (CRONE) aims for enhan-
ced robustness [26, 27]. Sliding mode control (SMC) and its derivatives, like higher-order
SMC (HOSMC) or terminal SMC (TSMC), are recognized for their inherent robustness
against disturbances and parametric uncertainties [28–33]. Hybridization of these tech-
niques is a strong trend, combining, for instance, fuzzy logic and sliding mode control
(Fuzzy-SMC) to improve robustness and mitigate undesirable oscillations [21, 34, 35], or
integrating artificial neural networks (ANN) into adaptive control schemes to enhance
voltage regulation and harmonic reduction [36]. Another promising avenue is the use of
metaheuristic optimization algorithms (e.g., genetic algorithms, particle swarm optimizer,
simulated annealing) to fine-tune controller parameters (PI, PID, SMC, etc.) or to optimize
the overall energy management within the microgrid. This allows for improvements in ef-
ficiency, stability, and system resilience under variable and complex operating conditions
[19, 37, 38]. These advanced approaches collectively aim to enhance the dynamic response
of converters, optimize power injection to the grid or local loads, minimize harmonic
distortions, and ensure better microgrid resilience against disturbances.

In microgrids, also known as small-scale smart grids, the integration of multiple
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distributed power sources requires efficient management and coordination. Parallel
connection of VSIs improves the reliability and efficiency of power generation by allowing
multiple isolated inverters to share demand, balance fluctuations, and provide redundancy
[39, 40]. This configuration ensures a more stable output power, thereby reducing the
risk of overload or failure of individual VSIs. However, to ensure smooth operation
and avoid problems such as voltage or current imbalances, special control strategies are
required. Several strategies have been proposed in the literature for controlling parallel
VSIs in isolated mode, namely centralized control, distributed control, and decentralized
control [41, 42]. Based only on the local information without requiring communication
links between different VSIs, the droop control method regulates voltage magnitude and
frequency by ensuring accurate sharing of active and reactive power, among DG-VSIs
that are connected in parallel and proportional to their nominal power values, but on the
conditions that they have the same output impedance. Furthermore, the scheduled active
and reactive power is injected when the microgrid is connected to the main grid.

The decentralized structure of the droop control technique offers desirable properties
such as extensibility, modularity, and flexibility. This is what encourages researchers
to develop it to overcome challenges and improve its performance, to be robust and
more flexible during various operating modes. In [43], a robust universal droop control
controller is developed to operate in islanded mode regardless of the output impedance
of the DG-VSIs. However, deviation in islanded microgrid voltages may occur due
to the droop characteristics [44]. In addition, although the UDC can also operate in
grid-connected mode as in islanded mode, it remains unable to transfer its operating
mode from islanded to grid-connected operation due to the lack of synchronization
between microgrid and utility grid voltages. For these reasons, the UDC is improved via
a hierarchical control structure where an ameliorated UDC represents the primary control
[45, 46]. microgrid-centralized-controller (MGCC) is adopted in the secondary level to
restore the islanded microgrid voltage and ensure a smooth transition to the connected
mode by correcting the phase angle error between both the grid and PCC voltage. Because
of the MGCC process, microgrid control loses its decentralization advantage. Besides, the
hierarchical control scheme is often unable to handle the fast-varying conditions due to
its slow dynamic response. Afterward, a new local re-synchronization mechanism for the
UDC, inspired by the self-synchronized UDC [47], has been introduced in [48]. It achieves
a seamless transition to reconnect the microgrid to the grid, after the loss of connection
without requiring another synchronization control loop.

In this context, this thesis focuses on the advanced control of distributed renewable
energy systems and their integration into microgrids. First, it explores different control
techniques applied to grid-connected PV systems, including MPPT control based on the
proposed fractional-order super-twisting algorithm and the use of advanced correctors
such as P-DPC-SVM for the grid-connected VSI. Then, the study focuses on stand-alone
PV systems, addressing energy management, operating modes, and control strategies
such as the proposed SSSTA control. Particular attention is carried to the integration of
ZSI and qZSI inverters into these systems, exploring specific control techniques such as
PR regulation, STA control, and FOPID control.

Furthermore, this thesis focuses on the hierarchical control of parallel DGs in mi-
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crogrids, by successively studying the decentralized improved primary control, the
centralized secondary control, and the proposed tertiary control. The primary control is
addressed through the implementation of an enhanced fractional order universal droop
controller, while the secondary control aims to restore the voltage and frequency of the
island microgrid and to ensure a smooth synchronization process during transition mode.
The proposed tertiary control, on the other hand, plays a key role in the overall flexibi-
lity and stability of the microgrid. Simulations are studied to validate these strategies,
including a flexible microgrid based on parallel VSIs and a hybrid PV/battery microgrid
integrating parallel ZSIs.

Finally, the thesis highlights the proposed decentralized control strategy, based on a
universal droop controller, for DGs in microgrids, focusing on autonomous and local
mechanisms such as self-restoration and self-synchronization based on fuzzy logic. A
global decentralized control strategy is proposed to ensure efficient management of the
flexible microgrid, with specific applications to the hybridization between VC-VSI and
CC-VSI in a system based on a qZSI photovoltaic generator.

After selecting the overall control scheme for the studied topology, the main challenge
in designing control laws lies in the lack of systematic methods for accurate parameter
selection, particularly in interconnected non-linear systems such as multi-source energy
conversion systems connected to microgrids. The design and synthesis of control laws
often relies on human expertise and empirical testing, making the process time-consuming
and imprecise. To overcome this drawback, metaheuristic optimization techniques : such
as particle swarm optimization (PSO), self-learning PSO (SLPSO), grey wolf optimizer
(GWO), and yellow saddle goatfish algorithm (YSGA), are used, to find optimal values for
controller gains, taking into account the desired performance, guaranteeing robustness in
the face of variations in operating conditions, and offering solutions adapted to non-linear
and highly coupled systems. They also considerably reduce the need for trial and error
by automating parameter optimization.

Based on the previous objectives, this thesis is structured as follows :
— Chapter 1 presents a descriptive study of multi-source microgrid systems, intro-

ducing fundamental concepts of energy conversion and distributed generation.
It provides an overview of microgrid architectures, operating modes, and typical
PV-based structures, and reviews the main power electronic interfaces, including
DC–DC converters, VSIs, and impedance-source inverters. The chapter also intro-
duces relevant standards and basic microgrid control concepts, with emphasis on
decentralized droop control and the introduction of hierarchical control structures.

— Chapter 2 discusses recent solvers for the optimization problem based on metaheu-
ristic algorithms such as PSO, SLPSO, GWO, and YSGA, which are used to tune
the optimal parameters of the developed control structures according to specific
criteria.

— Chapter 3 investigates advanced control techniques, including the development of
enhanced MPPT algorithms, VSI control strategies, and the integration of ZSI/qZSI
within various PV system configurations.

— Chapter 4 addresses hierarchical control for parallel distributed generation inver-
ters, detailing enhanced decentralized primary droop control, centralized secon-
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 Figure 2 – Thesis reading guide diagram

dary voltage restoration and synchronization, and a proposed tertiary controller.
— Chapter 5 develops an overall decentralized control strategy based on self-restoration

and self-synchronization mechanisms, specifically tailored for the parallel inverters
configuration.

Finally, the thesis concludes with a general summary and directions for future research
perspectives. Figure. 2 provides a reading guide for this thesis.



Chapter 1

Descriptive study of multi-source
microgrid systems

1.1 Introduction

In order to enable power grids to meet the new challenges posed by the depletion
of traditional energy resources, the increase in global electricity consumption, and

power quality issues, the concept of microgrids has been introduced as a promising
solution. This concept facilitates the integration of renewable energy resources and
their optimal use. In this chapter, after studying multi-source conversion systems and
the integration of distributed generators, we explore the definitions of microgrid, its
operating modes, advantages, and challenges. We also present the current standards and
the control strategies necessary to ensure the reliable operation of the microgrid [49, 50].

Figure 1.1 – The increase in global energy consumption in the world

1.2 Multi-source energy conversion systems

1.2.1 Energy conversion concepts

Conversion of energy to electrical energy is essential to transform different forms of
energy into electricity. For example, in solar panels, light energy is converted directly into
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electricity through the photovoltaic effect [51, 52]. Similarly, in wind turbines, the kinetic
energy of the wind is transformed into mechanical energy by a turbine, which in turn
drives a generator to produce electricity. In thermal power plants, the chemical energy
of fuels (gas, coal) is first converted into thermal energy, which generates steam to turn
a turbine, and this mechanical energy is then converted into electricity by an alternator.
Turbines, generators, and alternators are the key devices for this transformation [53–55].

On the other hand, when discussing the conversion of the nature of electrical energy, it
is about transforming electricity from one form to another to adapt it to the needs of users
or systems [56]. Regarding power electronics converters, these devices play a fundamental
role in the management of electrical energy. They allow the control and adaptation of the
shape nature, frequency and voltage of electricity to optimize it in different contexts [57].
A typical example is the conversion DC/AC in systems such as solar installations, where
the energy produced by photovoltaic panels is in DC. To make this energy compatible
with household appliances and electrical networks, inverters are used, which convert DC
to AC. Conversely, a rectifier is used to transform AC into DC, as in power supplies for
electronic devices. As in battery systems or electrical applications for electric vehicles, a
DC/DC converter is used to adjust the DC voltage [58].

In summary, the conversion of energy to electrical energy and the conversion of the
nature of electrical energy are made possible by specific devices such as PV cells, turbines,
generators, and alternators, as well as power electronics converters such as inverters,
rectifiers, and DC/DC converters, which not only ensure the transformation of energy
but also the adaptation of voltage and frequency to meet the varied needs of modern
electrical systems.

1.2.2 Multi-source systems

Multi-source systems are energy systems that integrate multiple energy sources to
optimize energy production and management [59]. For example, a multi-source system
can combine solar, wind, and thermal energy to ensure a stable and reliable supply, even
when production fluctuates [60]. This diversification helps to overcome the limitations
of each individual source. For example, solar energy may be insufficient at night or on
cloudy days, while wind energy may be less available during quiet periods. A multi-
source system therefore helps to balance these variations and ensure continuity of service
by combining the advantages of each source [61]. These systems are increasingly used in
microgrids and smart grids, where they can improve energy efficiency and grid resilience.

1.2.3 Distributed energy generation

Distributed generation (DG) refers to small-scale power generation, often located close
to the point of consumption. unlike centralized generation systems, where power is
produced in large facilities and transmitted over long distances, distributed generation
allows power to be produced directly at the site of use, such as residential solar panels or
small wind turbines [62]. This model offers several advantages, including reducing power
losses associated with transmission and achieving greater power autonomy for consumers
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[63, 64]. Furthermore, the DG is often associated with the exploiting of renewable energy
sources (RES)s, which helps reduce the carbon footprint and encourages an energy
transition towards a more sustainable and decentralized system. It also allows users to
actively participate in the management of their energy consumption.

1.3 Overview of microgrids

1.3.1 Definition

Microgrids are small-scale autonomous energy systems that provide electricity to
an isolated area. By integrating DGs and enabling intelligent management of energy
flows, these systems contribute to creating more flexible, sustainable and decentralized
energy networks. To facilitate the integration of DGs and optimize their operation, it is
necessary to combine loads and distributed energy storage systems via power converters
equipped with advanced control of electrical quantities such as voltage, frequency, active
and reactive power.

1.3.2 Operating modes

Microgrid operation may depend on conflicting interests between the various players
involved in energy supply, such as grid operators, owners of distributed generators,
energy suppliers, etc., as well as customers. The optimal operation of the microgrid is
based on economic, technical, and environmental aspects. Four operating modes have
been identified by the IEEE 1547 standard : grid-connected mode, transition mode,
islanded mode, and reconnection mode [65, 66].

In grid-connected mode, the microgrid is connected to the main grid via the common
coupling point (PCC), allowing power exchange. If local production is insufficient, the
grid compensates for the deficit, and conversely, excess power is injected into the grid.
This mode imposes voltage and frequency constraints defined by the main grid.

In islanded mode (isolated or autonomous), the microgrid operates autonomously
after disconnection from the main grid, whether voluntarily (maintenance, protection) or
involuntarily (faults, incidents). A stable power supply must then be ensured through
local voltage and frequency management.

A smooth transition between these modes is crucial to avoid overvoltages and current
peaks, thus ensuring the stability, flexibility, and continuity of microgrid operation and
power supply. In fact, the PCC plays a key role in this management ensuring precise
control of critical variables [67].

1.3.3 AC and DC microgrids

Microgrids can be designed to operate in alternating current (AC) or direct current (DC),
depending on the nature of the distribution lines [68, 69]. There are also hybrid microgrids
combining these two types. Each configuration has advantages and disadvantages.
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AC microgrids use single-phase or three-phase alternating current, facilitating their
integration into existing electrical networks with a few modifications. They allow simple
adjustment of voltage levels and offer a wide choice of protection equipment. Moreover,
their development cost is reduced thanks to the maturity of the technology. However, the
AC microgrids require synchronization of the DG units with the network and control of
reactive power, which can cause losses in transmission lines.

In the DC microgrids, the current is continuous, which is particularly well-suited to
the majority of the DG sources, such as solar panels, batteries, and fuel cells, as well as to
DC loads (LED lighting, variable speed drives, etc.). This configuration reduces DC/AC
conversions, thus limiting energy losses. In addition, it requires neither synchronization
with the main grid or reactive power management. However, the implementation of DC
microgrids implies major modifications to existing infrastructures, generating high costs.
Protection technologies are still under development and remain expensive.

The hybrid microgrid systems combine AC and DC technologies, allowing optimized
integration of equipment by minimizing the number of conversions. This reduces power
losses and simplifies the control of the different devices by connecting them directly to
their adapted bus. However, the management of hybrid microgrids is more complex due
to the coexistence of two types of configurations and necessary control strategies.

Figure 1.2 – AC and DC microgrids

Figure 1.3 – Example of a hybrid microgrid
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1.3.4 Typical PV-based microgrid architecture

Solar energy is widely available over the entire surface of the Earth. Despite a conside-
rable decrease when crossing the atmosphere, the quantity reaching the ground remains
quite significant. In temperate zones, the peak power reaches about 1000W/m2 and can
rise to 1400W/m2 under favorable atmospheric conditions. This abundance makes solar
energy one of the most accessible renewable resources. Photovoltaic (PV) generation has
experienced rapid growth in recent decades due to its direct conversion of solar energy
into electricity, absence of fuel consumption, low environmental impact, and modular
structure [70]. According to the International Energy Agency, solar energy represented
about 5.5% of total global electricity production in 2023. Considering that renewables
accounted for roughly 30% of global electricity generation, solar energy contributed ap-
proximately 18.3% of renewable electricity generation, ranking third in terms of generation
growth rate after hydropower and wind.

Beyond its abundance, photovoltaic generation is particularly well suited for microgrids
due to its modularity, scalability, and decentralized nature, which allow flexible integra-
tion, local energy production, and reduced transmission losses. Its compatibility with
AC, DC, and hybrid microgrid structures further enhances its adaptability, making solar
energy a preferred and dominant renewable resource and a cornerstone for sustainable,
reliable, and locally managed microgrid systems.

Overview of photovoltaic systems

PV systems are divided into three categories : stand-alone, grid-connected, and hybrid
[71–73]. Grid-connected or grid-interactive systems operate in parallel with the grid,
with their inverter converting the DC power produced by the panels into AC power
that complies with grid standards. In the event of a power outage, the power supply is
automatically interrupted. These systems reduce the consumption of electricity from the
grid and, in some cases, reinject excess energy. They ensure efficient and high-quality
energy production close to the point of consumption, thus limiting losses related to
transmission and distribution. Stand-alone systems, on the other hand, operate indepen-
dently of the electrical grid, supplying DC and/or AC electrical loads, and are generally
sized according to specific energy needs. Since energy demand fluctuates and does not
always match solar production, batteries are recommended as energy storage systems
(ESS)s to ensure a stable supply [74]. Finally, hybrid systems combine solar PV with other
generation sources, such as diesel, gas, or wind generators, to optimize energy supply
based on needs and available conditions.

A photovoltaic solar system consists of several elements interconnected with each other
[75, 76]. It consists of solar panels, which in turn are formed by assembling several solar
modules. Each module consists of a group of solar cells, round or square, electrically
connected in series or parallel and encapsulated to ensure their protection and perfor-
mance. When a solar cell is exposed to sunlight, free-charge carriers are generated. The
amount of charge is directly proportional to the intensity of the incident radiation, such
as the photocurrent flowing inside the cell. Thus, an ideal photovoltaic cell can be created
by an electrical circuit consisting of a diode representing a P-N junction, and a constant
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current source whose intensity depends on the received radiation. Adding two resistors,
one in series and one in parallel, allows to assimilate the real behavior of the cell.

Thus, a PV cell can be represented by the following equivalent electrical circuit :

Figure 1.4 – Equivalent circuit of a photovoltaic solar cell

According to Kirchhoff’s law [77], the PV cell can be modeled as follows :

Ipv = Iph − Is

(
exp

(
q

γkT
(Vpv + Rs Ipv)

)
− 1
)
−

Vpv + IpvRs

Rsh
(1.1)

where Ipv and Vpv are the output current and voltage of the PV module, Iph is the photo-
generating current and Is the reverse bias current of the diode saturation. Rs and Rsh
are series and shunt resistors, respectively. γ is the ideality factor of the PN junction
(1 to 2), T is the operating temperature of the cell in Kelvin, q is the electron charge
(1, 602 × 10−19 C) and K is the Boltzmann’s constant (1.3806 × 10−23 J/K).

To obtain a more accurate modeling of the PV cell, the effect of both sunlight level and
temperature must be considered. Thus, for a temperature T and a solar radiance G, the
currents Iph and Is can be obtained using the following system of equations :
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(
1
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T
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where, Isc,STD and Is,STD are the short-circuit and saturation currents under standard
conditions (TSTD = 298 K and GSTD = 1000 W/m2). µsc is the temperature coefficient of
the cell short-circuiting current. Ebg is the bandgap energy of the silicon solar cell.

Indeed, a single PV cell cannot provide enough power to supply the load. It is therefore
advisable to combine the cells together to provide more power. A series association will
increase the output voltage of the solar panel while a parallel association will increase the
current supplied to the load. For this purpose, a PV panel combining Ns series cells and
Np parallel cells can be presented by the following expression :

Ipv = Np Iph − Np Is
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(1.3)
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Maximizing PV power generation

As shown in Figure. 1.5, the MPP position varies depending on the climatic conditions.

 

 

    
 

Irradiance G : Variable 

Temperature T : Constant 

 

Maximizing 

PVG efficiency 

G2 

T1 

G1 

T1 

Irradiance 

variation 

Load 

characteristic 

VPV [V] 

 
 
 
  
 

  

P1 

MPP1 

MPP2 

 

Irradiance G : Constant 

Temperature T : Variable 

Maximizing 

PVG efficiency 

G1 

T2 

G1 

T1 

Temperature 

variation 

Load 

characteristic 

VPV [V] 
 

 
 
  
 

  

P1 

MPP1 
MPP2 

Figure 1.5 – MPP variation, depending on solar irradiance and panel temperature

The mathematical definition of the optimum function corresponds to the point at
which its derivative with respect to a given variable is zero. This principle is the basis
of all the algorithms for tracking the maximum power point. Some of these algorithms
require precise knowledge of the mathematical model of the photovoltaic generator to
estimate this point, while others do not. In the latter cases, the maximum power point is
determined by measuring the PV power on two successive samples, then calculating the
slope of the power as a function of the voltage [78, 79].

Numerous algorithms and techniques are discussed in the literature allowing efficient
tracking of the maximum power point (MPPT). These controls can be classified according
to their operating principle. According to the most common classification, MPPT methods
can be split into two categories, conventional and intelligent methods [80, 81]. In the first
category, the well-known incremental conductance (IC) and perturb and observe (P&O) are
the most popular algorithms due to their intuitive understanding, simple implementation,
and relatively good performance [82]. The second category relies on advanced artificial
intelligence techniques, such as metaheuristic algorithms and fuzzy logic. Thanks to their
adaptive and learning capabilities, these methods allow more efficient monitoring of the
MPP position, even in the presence of crucial variations in environmental conditions.
However, their implementation requires significant computational complexity, which may
be a barrier to their adoption in some embedded or low-cost systems.

To combine high performance with ease of implementation, hybrid techniques have
been developed. These approaches are based on advanced strategies derived from auto-
matic control theory, particularly nonlinear and robust methods. They are designed to
enhance energy efficiency while striving to minimize implementation complexity. Their
main objective is to overcome the limits of conventional and intelligent techniques by
ensuring a fast and precise response to variations in the nonlinear characteristics of PV
generators, while remaining accessible in terms of hardware and software implementation.
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Figure 1.6 – Flowchart of the P&O MPPT algorithm

1.4 Power electronic interfaces in microgrids

Electrical energy from distributed energy resources (DER), in particular renewable
energy sources (RES), presents a variability that requires specific adaptation steps to
ensure efficient use and high-quality transmission [83]. This is particularly the case for PV
energy, whose production depends directly on sunshine and weather conditions, leading
to voltage and current fluctuations that must be regulated for optimal operation. The
integration of these energies into electrical networks or stand-alone systems is based on
the use of power converters adapted to the conversion and conditioning of the electricity
produced [84]. These converters are divided into several categories depending on the
nature of the conversion carried out : DC/DC, DC/AC, AC/DC, and AC/AC. Each of
these devices plays an essential role depending on the energy source’s characteristics and
the connected loads’ requirements.

In the specific case of photovoltaic systems, only DC/DC and DC/AC converters
are used [85–88]. DC/DC converters, such as boost and bidirectional converters, are
used to adapt the output voltage of solar panels to optimize energy extraction via the
maximum power point tracking (MPPT) technique and make it compatible with storage
devices [89–91]. In addition, DC/AC converters, mainly voltage source inverters (VSIs),
are used to convert direct current electricity from solar panels into alternating current
that complies with grid standards or is suitable for the supplied loads. Thanks to these
adaptation steps, photovoltaic energy can be optimally exploited, with efficient regulation
of production and power transmission ensuring the stability and quality required for
different applications [91, 92].
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1.4.1 DC–DC conversion for PV-based microgrids

Boost converter

In the PV system. The boost converter is used not only to adapt the PV generator but
also to track the operating MPP by introducing an appropriate control of the converter
[93]. As clarified in Figure. 1.7, the boost converter’s performance can be expressed
by two states, ON and OF, depending on the state of its power switch. Therefore, the
mathematical representation of this system is given as follows :

dVpv

dt
=

1
Cpv

ipv −
1

Cpv
iL

diL

dt
=

1
L

Vpv −
1
L
(1 − D)Vdc

(1.4)

where Vdc is the voltage across the DC-bus capacitor Cdc, L is the boost inductance and D
is the duty cycle which represents the control signal. A DC filter capacitor Cpv is placed
at the output of the PV power generation source, to protect the system from the effect of
ripple content, and convert the PVG from a current source Ipv to a voltage source Vpv.

          

Figure 1.7 – Schematic of the boost power converter : (a) OFF state, (b) ON

Bidirectional converter

Because of the unpredictability of solar energy, the battery energy storage system
(BESS) is used to maintain the energy balance in the PV system. The BESS is linked to
the DC-bus through a DC-DC-bidirectional converter [94–96]. From the circuit diagram
shown in Figure. 1.8, the model of the bidirectional converter can be introduced by the
following equations system : 

dib
dt

=
Vb − DbVdc

Lb
dVdc

dt
=

1
Cdc

idc

(1.5)

where, Vb is BESS output voltage, ib is the stream through the internal inductance Lb, Vdc
is the DC bus capacitance-voltage and idc its stream. Db the duty cycle of the converter.
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Because of the unpredictability of SE, BESS is employed to maintain a energy balance in the DC-MG. As 

indicated in Figure 7, the BESS is linked to the DC-bus through a DC-DC-BC [69].  

  
 

Figure 1.8 – Schematic of the Bidirectional DC-DC Converter Integrated with BESS

1.4.2 Three-phase voltage source inverter (VSI)

The three-phase VSI plays a key role in photovoltaic systems by converting the conti-
nuous power produced by the solar panels into usable alternative energy. Its operation
can be done in grid-connected mode, where it ensures the synchronization and efficient
injection of energy, or in stand-alone mode, guaranteeing the energy autonomy of local
AC loads. To improve the quality of the output signal, the use of RL filters in the connected
mode allows to reduce harmonics and ensure better integration with the grid, while the
LC filters in isolated mode ensure a stable sinusoidal voltage.
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Figure 1.9 – Three-phase VSI (a) grid-connected (b) stand-alone

In addition, the (αβ) and (dq) transformations are essential to simplify the analysis
and control of the inverter, thus facilitating the optimization of performance and the
regulation of the system. The Clarke transformation projects the three voltages or currents
(abc) into a fixed frame (αβ), where the components remain alternating and independent.
In contrast, the Park transformation converts these components (αβ) into a synchronized
rotating frame (dq) , making the signals linear but introducing a coupling between the d
and q components.

Grid-connected VSI with RL filter

The circuit of the grid-connected VSI with RL filter is illustrated in Figure. 1.9a. Ap-
plying the Clarke transformation, this system can be modeled by the following expression :
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L
dig,αβ

dt
= −Rig,αβ + eg,αβ − uαβ (1.6)

Where ig,αβ, eg,αβ are the line current and the grid voltage in the stationary reference
frame (αβ), respectively. R and L are the RL filter parameters.

Then, the instantaneous inverter outputs, active and reactive power ps and qs, injected
into the main grid can be expressed in the reference frame (αβ) as follows :

ps =
3
2
(
eg,αig,α + eg,βig,β

)
qs =

3
2
(
eg,βig,α − eg,αig,β

) (1.7)

Stand-alone VSI with LC filter

In the stationary reference frame (αβ), the stand-alone VSI associated with the LC filter
shown in Figure. 1.9b can be presented by the following model :

C
dvC,αβ

dt
= iL,αβ − io,αβ

L
diL,αβ

dt
= −vC,αβ − riL,abc + uαβ

(1.8)

Where C, L, and r are the LC filter capacitance, inductance, and its internal resistance,
respectively. vC and iL are their voltage and current. u is the output voltage of the VSI.

The output quantities can also be transformed into continuous and coupled quantities
in the reference frame (dq), which rotates synchronously with the angular velocity ω of
the inverter output voltage. Using the Park transformation, we can obtain :

C
dvCd

dt
= iLd − iod + ωCvCq

C
dvCq

dt
= iLq − ioq − ωCvCd

L
diLd

dt
= −vCd − riLd + ωLiLq + ud

L
diLq

dt
= −vCq − riLq − ωLiLd + uq

(1.9)

1.4.3 Impedance source inverters (ISI)s

As a DC–AC converter, conventional VSI requires strict conditions to be respected
when adopted in a PV system. A proactive DC–DC conversion level is mainly needed to
achieve MPPT tracking despite critical changes in climate conditions [97]. Furthermore,
switches on the same arm cannot operate simultaneously. Therefore, it is necessary to have
a dead time to block these two switches to avoid the shoot-through state of the voltage
source. This leads to distortion of electrical signals and a significant decrease in reliability.
In contrast, the cost of both power and control circuits increases. The strict requirements
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of traditional PV–VSIs have encouraged researchers to design a new type called the
impedance source inverter (ISI) that overcomes these challenges. Thanks to the additional
impedance network, the ISI is not only an alternative topology capable of providing
two-stage power conversion (DC/DC and DC/AC) but is also able to include the extra
shoot-through zero state as an additional switching state. This increases reliability and
reduces the harmonic distortion rate of the AC output signals.

Z-source inverter (ZSI) topology

The Z-source inverter (ZSI) is the classical and basic topology of impedance source
inverters (ISIs). It consists of energy storage inductances Lz1, Lz2, energy storage capaci-
tances Cz1, Cz2 connected in X shape and diode D, forming a Z-network to couple the
inverter’s main circuit to the DC power supply. In addition to the six active states and the
two zero states of the traditional VSI, the Z-source one has an additional state located only
in the zero states, without affecting the active state. This state is called the shoot-through
state, which is forbidden in the traditional VSIs. This new state is used to boost the output
DC-bus voltage. The structure of the ZSI is shown in Figure. 1.10.

Figure 1.10 – The topological structure of the Z-source/ PV inverter

The three different modes of the Z-source inverter are summarized in Figure. 1.11.
Using the average state-space model, the combination of shoot-through and non-shoot-

through states can be expressed as follows :
dVpv

dt
= − 1

Cpv
iLz +

1
Cpv

(
ipv − icz

)
diLz

dt
=

1
Lz

[
Vcz + (1 − d)(Vpv − 2Vcz)− rLziLz

] (1.10)

where Vpv and ipv are the input voltage and input current from the PVG, respectively. iLz
is the Z-inductance current. Cpv is the DC filter, Lz is the Z-source inductance, and rLz is
its parasitic resistor. iCz is the Z-source capacitor current, and d is the duty cycle of the
shoot-through state, i.e. d = To/Ts where To ∈ [0, Ts] is the shoot-through time and Ts is
the switching cycle.

In steady-state operation, the average inductor voltage over the complete switching
period Ts can be considered to be zero. Therefore, the relationship between the DC
quantities of the impedance network is given by :
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(a) (b)

(c)

Figure 1.11 – (a) active voltage mode (b) zero voltage mode (c) shoot-through state


VC1 = VC2 = VCz =

1 − d
1 − 2d

VPV

Vi =
1

1 − 2d
VPV = BVPV (non shoot-through state)

Vi = 0 (shoot-through state)

(1.11)

where Vi is the Z-source DC-chain output voltage. VCz is the voltage of the ZSI capacitors.
B is the boost factor of the ZSI.

As for the AC side of the ZSI, it is similar to the traditional VSI.
Being M the modulation ratio, the output voltage amplitude Vm of the ZSI can be

expressed as follows :

Vm = M × B
Vpv

2
(1.12)

Quasi-Z-source inverter (qZSI) topology

Several topologies derived from the classical Z-source inverter (ZSI) have been pro-
posed in the literature. Among these, the quasi-Z-source inverter (qZSI) is the most
recommended for PV power generation systems. Compared to the ZSI, it features a
continuous input current, reduced size of passive network components, and lower source
stress [15].

The qZSI impedance network (DC side) also consists of two inductors, two capacitors,
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Figure 1.12 – The topological structure of quasi-Z-source/ PV inverter

and a diode connected between them as shown in Figure. 1.12. The relationship between
the DC quantities of the qZS-impedance network at steady state can be described as :

VC1 =
1 − d

1 − 2d
Vpv

VC2 =
d

1 − 2d
Vpv

Vi =
1

1 − 2d
Vpv = BVpv

(1.13)

1.5 Norms and Standards

Connecting DG resources to power grids poses engineering, safety, and reliability
challenges, particularly due to the traditional radial structure of the grids, which does not
allow for a bidirectional energy flow. This paradigm shift requires robust standardization
to ensure grid stability, reliability, and interoperability.

A pivotal development in this context is the IEEE 1547 series of standards, which
provide a comprehensive framework for the interconnection of DGs with electric power
systems [98]. Although the initial IEEE P1547 standard did not explicitly refer to micro-
grids, it introduced the concept of a Local Electric Energy System (LEES), which effectively
encompasses networks of safety, testing, and maintenance for DG-grid interconnection,
aiming to establish universally applicable technical criteria [99].

Subsequent developments in the series, such as IEEE P1547.3, address the methodolo-
gies for monitoring, information exchange, and control of DGs, while IEEE 1547.4 focuses
specifically on the planning and operation of microgrids in islanded mode, an essential
capability for enhancing grid resilience and autonomy.

Among the key technical requirements and operational provisions defined by IEEE
1547 standards are :

— Ensuring that the grounding of a LEES does not introduce overvoltage or disrupt
ground fault protection in the main grid

— Maintaining voltage fluctuations within ±5% at the PCC, and limiting flicker
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acceptable levels
— Prohibiting the energization of a de-energized grid by DGs
— Requiring DG units rated at 250 kVA or more to include monitoring devices for

connection status, real and reactive power, and voltage
— Mandating isolation devices with visible disconnection where applicable, and

adherence to electromagnetic compatibility and overvoltage standards
— Allowing reconnection to the grid only after a minimum of 5 minutes once the

voltage and frequency are within permissible limits
— Permitting intentional islanding under agreed conditions by relevant stakeholders

Beyond interconnection, the quality of the power remains a critical concern. International
standards such as IEC 61000, IEEE Std 1159, and EN50160 define thresholds and limits for
power quality disturbances, including voltage sags, overvoltages, and current harmonics.
These standards are vital for ensuring stable and high-quality power delivery in DG-rich
environments [98, 100].

Control and communication within microgrids are addressed by IEC 61850, which
standardizes data exchange, protection, automation, and control protocols among DG
components. Additionally, IEEE 2030.7 specifies requirements for microgrid Energy
Management Systems (EMS), supporting both grid-connected and islanded operations
through autonomous control functions [101]. More recently, IEEE 2030.12-2025 provides
detailed guidance on protection system design, including the coordination and selection
of protective devices in different operating modes.

For mission-critical and specialized contexts, such as military installations, the Tactical
Microgrid Standard (TMS) has been developed [102]. It introduces control and communi-
cation interfaces tailored to tactical microgrids, prioritizing resilience, adaptability, and
compatibility with emerging technologies. This is particularly significant for ensuring an
independent and reliable power supply during grid outages or disruptions.

Collectively, these evolving standards play a key role in achieving the safe, reliable,
and efficient integration of DGs and microgrids, thereby supporting the transition toward
more flexible and resilient energy systems.

1.6 Microgrid control

At the first level, power converters enable and improve the integration and control of
DGs. In AC microgrids, VSIs are widely used as DC/AC power electronics interfaces
where they can operate as VC-VSI or CC-VSI. The main objectives of VSI control are :

— Achieve low total harmonic distortion (THD) of output quantities.
— Ensure a good dynamic performance of the power supply, with minimum ripples

and low overshoot.
— Maintain output current within safe limits.
— Improve disturbance rejection.

On the other hand, the parallel connection of VSIs improves the reliability and efficiency
of power generation by allowing multiple isolated inverters to share demand, balance
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Figure 1.13 – Representation of centralized, distributed, and decentralized control structure

fluctuations, and provide redundancy. This configuration ensures more stable output
power, reducing the risk of overload or failure of individual VSIs. However, to ensure
smooth operation and avoid problems such as voltage or current imbalances, special
control strategies are required. Several strategies have been proposed in the literature
for the control of parallel VSIs in isolated mode namely centralized control, distributed
control and decentralized control [103–106].

In the centralized control strategy, all the information is collected by a specific central
regulator which performs the necessary calculations and determines the corrective actions
for the other units of the microgrid, then the commands are sent. Current sharing is
guaranteed at all times, even during the transient regime and other VSIs can be connected
without changing the control structure. The main disadvantage of this strategy is the
single point of failure ; if the central controller fails, the rest of the system malfunctions.
Furthermore, this strategy requires high-bandwidth communication links between the
subsystems and the centralized control unit. This system is also sensitive to nonlinear
loads.

The distributed control strategy can only be used in balanced systems. Current and
power sharing is ensured and the currents flowing between the parallel VSIs are reduced.
It uses a communication link with a narrower bandwidth.

Decentralized control relies only on local information without the need for communi-
cation links between the different VSIs. This technique is often used when the distance
between the parallel VSIs is long. It is usually based on the droop control technique. The
basic idea is to regulate the voltage and frequency by regulating the reactive power and
active power respectively, which can be measured locally.

However, droop control has inherent limitations. In islanded mode, it causes voltage
and frequency deviations from their nominal values, which can degrade power quality. It
also does not ensure a smooth transition to the grid-connected mode, creating potential



Chapter 1. Descriptive study of multi-source microgrid systems 35

Figure 1.14 – Microgrid hierarchical control structure

stability risks. To address these challenges, the hierarchical control concept is introduced
[45, 46, 107]. This multi-level framework consists of : a primary level, where droop control
ensures immediate stability and proportional power sharing while generating references
for the inner VSI voltage and current loops ; and a secondary level, which compensates
for droop-induced deviations in islanded mode and synchronizes the microgrid with the
main grid, enabling a smooth and stable transition to the connected mode. Higher levels
can also be incorporated to enhance system flexibility, provide supervision, and perform
energy management across the microgrid.

1.7 Conclusion

A microgrid is a system composed of several DG sources with various loads and storage
systems, including with internal control mechanism to ensure stable and reliable operation,
both in grid-connected and stand-alone modes. Microgrids offer power generation with
a strong integration of intermittent renewable resources, thus ensuring a reliable and
efficient power supply. However, it faces several challenges, including the stability of
electrical quantities and power quality requirements. In the rest of this thesis, we provide
solutions to problems that affect the optimal operation of microgrids.



Chapter 2

Metaheuristic optimization for control
parameter tuning

2.1 Introduction

Solving optimization problems is currently a major research focus for several research
teams, given its crucial importance in our daily lives. This field of research involves

mathematical and computational methods [108, 109]. The solution of an optimization
problem consists of searching for a solution of sufficient quality among a set of solutions
with regard to a given criteria(s) and the objectives to be satisfied. It consists of maximizing
or minimizing one or a set of objective functions while respecting the problem’s constraints.
In the literature, there are several optimization algorithms. This chapter describes the bio-
inspired meta-heuristics : particle swarm optimization (PSO), self-learning PSO (SLPSO),
grey wolf optimization (GWO), and chaotic yellow saddle goatfish algorithm (C-YSGA)
to be used to solve the optimization problem of finding optimal parameters for advanced
control laws designed for multi-source power conversion systems connected to microgrids,
achieving optimal performance.

2.2 Overview of metaheuristic optimization

Metaheuristic algorithms represent a powerful class of optimization methods, often
drawing inspiration from natural, biological, or physical phenomena to navigate complex
search spaces effectively [110, 111]. Their application spans a wide array of classical
optimization challenges, including logistical planning, the traveling salesman problem,
task allocation, and machine learning tasks such as neural network training [112, 113].
Beyond these, they have found specialized utility in diverse fields like reactive power and
voltage control in power systems, biomedical image registration, and even computational
creativity in areas like musical composition [114–116]. In recent years, metaheuristics
have become particularly favored for tackling multi-objective and dynamic optimization
problems, offering robust and efficient solution pathways for intricate, interconnected
systems where traditional methods may falter [117–119]. Early pioneering work demons-
trated their potential ; for instance, Particle Swarm Optimization (PSO), inspired by social
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flocking behavior, was employed by Eberhart and Kennedy not only for general opti-
mization but also explored as an alternative to traditional backpropagation for training
multilayer perceptrons, potentially offering faster convergence [120, 121]. PSO and its
variants remain widely applied, including for Maximum Power Point Tracking (MPPT) in
photovoltaic systems [122, 123]. Similarly, the Grey Wolf Optimizer (GWO), which mimics
the leadership hierarchy and hunting mechanism of grey wolves, has shown significant
promise in various engineering problems [124]. GWO is increasingly utilized for control
system applications, particularly for the optimal tuning of controller parameters, such as
those in PID or fuzzy PID controllers, to enhance system performance and robustness
[125, 126]. Researchers continually propose and adapt novel metaheuristics ; for example,
algorithms inspired by other animal behaviors, like the Yellow Saddle Goatfish Algo-
rithm (YSGA), have also been investigated for MPPT [127] and adapted using techniques
like chaotic mapping (C-YSGA) to enhance robustness when tuning controllers such
as Fractional-Order PID (FOPID) [128, 129]. Furthermore, advanced PSO variants like
self-learning PSO (SLPSO) have been applied to optimize parameters within hierarchical
control structures for microgrids [45]. Crucially, the application of these diverse metaheu-
ristic algorithms has proven particularly effective for robust control tuning optimization,
enabling engineers to systematically find controller parameters (e.g., for PID, FOPID, H∞
controllers) that ensure stability and high performance despite system uncertainties and
disturbances, a critical requirement in many complex engineering systems [130, 131].

In the context of dynamic system control, metaheuristic algorithms enable the parame-
ters of control laws to be optimally determined by minimizing an optimization problem
based on one or more criteria. The main challenge in designing control laws lies in the
lack of systematic methods for accurate parameter selection, particularly in interconnec-
ted non-linear systems such as multi-source energy conversion systems connected to
microgrids. The design and synthesis of control laws often relies on human expertise and
empirical testing, making the process time-consuming and imprecise. To overcome this
drawback, metaheuristic optimization techniques can be used to find optimal values for
controller gains, taking into account the desired performance, guaranteeing robustness in
the face of variations in operating conditions, and offering solutions adapted to non-linear
and highly coupled systems. They also considerably reduce the need for trial and error
by automating parameter optimization.

The optimization of control parameters plays a key role in microgrid management,
where the integration of renewable energy sources and storage systems requires advanced
control strategies. Metaheuristics have been widely used for optimizing energy mana-
gement controllers, tuning MPPT controller parameters, managing energy storage, and
dynamically distributing energy flows. For this reason, PSO, SLPSO, YSGA, and C-YSGA
have been applied to ensure better dynamic system response, minimize energy losses, and
improve overall network stability. By integrating these optimization algorithms, microgrid
control becomes more efficient, guaranteeing greater stability, optimization of available
energy resources, and improved system reliability.
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Figure 2.1 – A history of metaheuristics

2.3 Metaheuristic algorithms

2.3.1 Particle swarm optimization (PSO)

Particle Swarm Optimization (PSO) is an optimization technique developed by Russel
Eberhart and James Kennedy in 1995 [120]. It is inspired by the collective behavior of bird
swarms or schools of fish. Each particle represents a potential solution and moves through
the search space, adjusting its position and speed according to its own experience (best
position found) and that of its neighborhood (best position found collectively). Thanks
to this cooperation, the algorithm efficiently explores the solution space and generally
converges towards a global or local optimum. Simple to implement, PSO is widely used
to solve optimization problems in a variety of fields.
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Figure 2.2 – Displacement of a particle

Each particle has a memory that stores two essential pieces of information : its best
visited position (called best personal position, noted bbest) and the best position reached by
its neighbors (called best global position, noted gbest). These references directly influence
the evolution of the particle, which adjusts its movement according to its individual
experience and that of the group.

Particle movement is defined by a velocity, which is updated at each iteration according
to a formula that takes three components into account :

— Inertia : this retains part of the previous speed, to avoid abrupt changes
— Attraction to the best personal position (bbest) : this encourages the particle to

return to the solutions that gave it the best results
— Attraction towards the best global position (gbest) : this guides the particle towards

the best solution found by the group as a whole, thus promoting convergence

To move to the next step, each particle combines the following three tendencies :
following its own velocity, returning to its best performance, and moving towards the best
performance of its informants. Once the best informant has been detected, the change in
velocity becomes a simple linear combination of these three tendencies. The strategy for
moving a particle is illustrated in Figure. 2.2.

We consider a set of n particles (size of the population) and an objective function f that
we wish to minimize in a search space D. The particle i is characterized by a position vector
xi = [x1

i , x2
i , ..., xD

i ] and a velocity vector vi = [v1
i , v2

i , ..., vD
i ]. The quality of its position is

evaluated according to the value of the objective function f at each iteration. This particle
memorizes the best position it has encountered, noted pbesti = (pbest1

i , pbest2
i , . . ., pbestD

i ).
Furthermore, gbest = (gbest1, gbest2, . . ., gbestD) represents the best position found by
all the particles in the swarm. In the global version of PSO, all particles are considered
neighbors of each other, which justifies the notation gbest (global best position).

The algorithm initializes by distributing particles randomly or regularly in the search
space. Subsequently, at each iteration (k + 1), each particle updates its position and
velocity based on its history and the information shared by the swarm. The equations
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used for these updates are given by expressions 2.1 and 2.2, respectively :

vd
i (k + 1) = ωvd

i (k) + c1rd
i

(
pbestd

i − xd
i (k)

)
+ c2rd

i

(
gbestd − xd

i (k)
)

(2.1)

xd
i (k + 1) = xd

i (k) + vd
i (k + 1) (2.2)

where ω is the inertia factor, it is used to control the influence of the direction of
movement on the future movement. c1 and c2 are positive constants, called respectively
the cognitive factor and the social factor allowing the control of the individual and
collective behavior of each particle. r1 and r2 are random numbers distributed uniformly
in the interval [0, 1] for each dimension d and each iteration k.

Algorithm 1 Particle Swarm Optimization

Random initialization of n particles : position xi and velocity vi
repeat
— Evaluation of the position of each particle i, according to the objective value
— Update of the local best position of each particle i
— Update of the global best position of the whole swarm
— Displacement of particles according to equations 2.1 and 2.2
— Evaluation of particle positions
until the stopping condition is met

2.3.2 Self-learning particle swarm optimization (SLPSO)

In most cases, PSO algorithms apply a single learning model to all particles [132].
This means that all particles in a swarm follow the same learning strategy, which limits
their ability to handle complex and diverse environments. However, in the face of fitness
landscape challenges, it is preferable to adopt an intelligent system with differentiated
characteristics rather than a uniform training model.

This section introduces a PSO-inspired algorithm, called self-learning PSO (SLPSO),
aimed at enriching the knowledge of individual particles. Its operation is based on
several key aspects. First, four distinct learning strategies are implemented to help
particles better adapt to the different characteristics of fitness landscapes. Then, an
adaptive learning system is integrated to allow each particle to select the most appropriate
strategy according to its local environment. In addition, an information update mechanism
is defined to identify and extract useful knowledge from the improved particles. A
monitoring system is also designed to accurately detect whether a particle has converged.
Furthermore, a restart mechanism is implemented to generate new swarms by separating
some particles from old groups, thus promoting diversity. Finally, a generalized parameter
tuning approach is adopted to address various types of problems. In addition, different
population management methods are used to encourage particles to explore unexplored
areas of the fitness landscape. It is therefore a question of structuring these components
coherently to ensure their optimal functioning.
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The concept of division of labor is applied in SLPSO by assigning specific roles to
particles based on the local fitness landscape. Each particle can either converge to the
global best, exploit its own best position, explore new promising areas, or escape from
local optima. The assignment of these roles is based on an intelligent assessment of the
context in which each particle evolves.

The algorithm uses four learning techniques, based on different sources of information :
the particle archive gbest (abest), the personal position pbest, the position pbest of a
random particle ranked higher (pbestrand), and a random position prand nearby. Each of
these strategies plays a specific role :

1. Exploitation (strategy a) : the particle adjusts its speed according to its personal
best position (pbest), favoring stability and local improvement

vd
k = ωvd

k + ηrd
k(pbestd

k − xd
k) (2.3)

2. Random jump (strategy b) : A nearby random position is used to increase diversity
and avoid premature trapping

xd
i = xd

i + vd
avg · N (0, 1) (2.4)

3. Exploration (strategy c) : the particle learns from another random particle with a
better position pbest, thus improving the exploration of the fitness landscape

vd
i = ωvd

i + ηrd
i (pbestd

nearest − xd
i ) (2.5)

4. Convergence (strategy d) : learning is guided by the archive of the best global
particles (abest), favoring convergence towards an optimal solution

vd
i = ωvd

i + ηrd
i (abestd − xd

i ) (2.6)

Thanks to these strategies, each particle adapts its behavior according to its environment
and the evolution of the search, ensuring an effective balance between local exploitation
and global exploration to improve the performance of the algorithm.

2.3.3 Grey Wolf Optimization (GWO)

The Grey Wolf Optimizer (GWO) algorithm is a metaheuristic inspired by the social
behavior and hunting techniques of gray wolves. Developed by Mirjalili in 2014, it mimics
the social hierarchy and prey pursuit strategies observed in a wolf pack [124]. Its operation
is based on a structured organization of wolves into four categories :

— Alpha (α) : the leader of the pack, representing the best solution found
— Beta (β) : the second-best wolf, helping the alpha guide the pack
— Delta (δ) : the third best wolf, obeying the leaders’ instructions
— Omega (ω) : the other members of the pack who explore the search space and

follow the instructions of the first three

The algorithm is based on three key behaviors of gray wolves :
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Figure 2.3 – The leadership hierarchy of wolves

Figure 2.4 – The hunting behavior of wolves

1. Prey Encirclement : All wolves adapt their position according to the three best
individuals (α, β, δ). This encirclement is modeled by the following equations :

D⃗ =
∣∣∣C⃗ · X⃗leader − X⃗

∣∣∣ (2.7)

X⃗new = X⃗leader − A⃗ · D⃗ (2.8)

where X⃗leader is the position of the leaders (α, β, δ), X⃗ the current position of a wolf,
and A⃗ and C⃗ are dynamic coefficients influencing exploration and exploitation.

2. Prey Tracking : Wolves adjust their trajectories based on the position of the top
three individuals. The update is done according to :

X⃗(t + 1) =
1
3

(
X⃗α + X⃗β + X⃗δ

)
(2.9)

This approach allows solutions to converge towards promising areas while
maintaining diversity in the research space.

3. Prey attack : As the algorithm progresses, the parameter A decreases linearly,
which reduces the amplitude of the movements and promotes finer exploitation
around the best solution. The attack results in a progressive rapprochement of the
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wolves around the best-identified position
4. Territory exploration : To avoid falling into local optima, the algorithm introduces

perturbations via the parameter C, which influences the diversity of movements.
When A is greater than 1 or less than −1, the wolves move away from the dominant
solutions, thus improving their exploration capacity

The algorithm follows a simple but efficient process :

— Initialization of the positions of the wolves in the search space
— Evaluation of the objective function to identify the three best individuals (α, β, δ)
— Update of the positions of the other wolves according to the leaders
— Repetition of the process until a stopping criterion (number of iterations or conver-

gence)

Algorithm 2 Grey Wolf Optimizer (GWO)

1: Initialize the grey wolf population (random positions)
2: Evaluate the objective function of each wolf
3: Identify the three best wolves : α (best), β (second), δ (third)
4: Repeat until reaching the stopping criterion :

a. Update coefficients A and C
b. Update the wolf positions based on α, β, and δ

c. Evaluate the objective function of each wolf
d. Update α, β, and δ if better solutions are found

5: Return the best solution (α)

2.3.4 Chaotic yellow saddle goatfish algorithm (C-YSGA)

The yellow saddle goatfish algorithm (YSGA) is inspired by the hunting behavior of
these fish, as described in [133]. In this approach, the total population is subdivided into
several subgroups. Each subpopulation has one fish designated as a chaser while the
others act as blockers. The search space of the solutions to be optimized is assimilated
to the hunting area of the goatfish. The first phase of the YSGA consists of initializing
the population. Assuming a population P of m goatfish (P = {p1, p2, . . . , pm}), each
individual is randomly generated between the lower bound (bl) and the upper bound (bu)
of D−dimensional search space :

pd
i = r · (bd

u − bd
l ) + bd

l , i = 1, 2, . . . , m ; d = 1, 2, . . . , D (2.10)

where r is random numbers distributed uniformly in the interval [0, 1].
The random initialization of the YSGA algorithm does not always guarantee a good

starting point, which affects the optimization performance. To address this problem,
several studies have explored the incorporation of chaotic maps to replace the random
parameters. Among the most promising approaches, the use of populations generated by
chaotic maps, such as logistic, cubic, or sinusoidal maps, has been studied. Comparisons
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Figure 2.5 – The partitions of a goatfish population

[134–136] show that the logistic map stands out for its efficiency and computational
simplicity.

Based on the previous analysis, [128] proposed an improvement of the population
initialization in the YSGA algorithm by replacing the random approach with a chaotic
logistic mapping. This method generates vectors Y according to :

Yd
1 = r, Yd

i+1 = µ · Yd
i · (1 − Yd

i ) (2.11)

where r rand is a random number in [0, 1] and µ = 4 to guarantee chaotic behavior. The
initialization of positions in C-YSGA is then defined by :

pd
i = Yd

i · (bd
u − bd

l ) + bd
l , i = 1, 2, . . . , m ; d = 1, 2, . . . , D (2.12)

Before the hunting process begins, the population is segmented into subgroups via the
K-means clustering algorithm, where each cluster contains one chaser fish Φl responsible
for the hunt and a number of blocker fish φg responsible for encircling the prey, as shown
in Figure. 2.5.

In each cluster, the chaser fish is identified as the one with the best fitness value. The
hunting process begins by updating its position. Denoting the current position Φl(k), the
new position Φl(k + 1) , and the best chaser fish among all clusters Φbest(k), the update
rule is defined as :

Φl(k + 1) = Φl(k) + α ·
(

u
|v|1/β

)
(Φl(k)− Φbest(k)) (2.13)

where α represents the update step (set to 1 in this study).
However, to update the position of the best chaser fish, the following equation is used
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instead of 2.13.

Φbest(k + 1) = Φbest(k) + α ·
(

u
|v|1/β

)
(2.14)

The parameters u and v used in the position update are defined by :

u ∼ N (0, σ2
u), where σu =

Γ(1 + β) · sin
(

πβ
2

)
Γ
(

1+β
2

)
· β · 2

β−1
2

1/β

(2.15)

v ∼ N (0, σ2
v ), where σv = 1 (2.16)

Being kmax the maximum number of iterations k, the Lévy flight index β, which influences
the displacement, is calculated as follows :

β = 1.99 + 0.01 · k
kmax

(2.17)

Then, updating the positions of the blocker fish is the next step in the optimization
process. The new position of a blocker fish is determined by :

φg (k + 1) =
∣∣r.Φl (k)− φg (k)

∣∣ . exp (b.ρ). cos (2πρ) + Φl (k) (2.18)

where ρ is a random number in the interval [a, 1], and b is a constant set to 1. The
exploitation factor a decreases linearly from −1 to −2 over the iterations.

During optimization, a role swap may occur : if the blocker fish obtains a better fitness
value than the chaser, they will swap roles in the next iteration.

Each group of fish performs its prey search autonomously, allowing parallel local
exploration by all clusters. When a cluster has explored its entire search area without
improvement, it moves to the area of the best group. This behavior is modeled by the
following equation :

pg(k + 1) =
Φbest + pg(k)

2
(2.19)

where pg(k + 1) is the new position of the goatfish, whether it is a hunter or a blocker.
This process is repeated until the maximum number of iterations is reached.

2.4 Motivation for metaheuristic selection in control design

In the development of advanced control strategies for multi-source energy conversion
systems, tuning controller parameters plays a critical role in ensuring dynamic system
performance, robustness, and adaptability. For this reason, a set of metaheuristic opti-
mization algorithms has been progressively employed, each selected according to the
increasing complexity of the control tasks, limitations, and constraints in prior stages
based on the literature review.

In the first part of the implementation, the PSO algorithm has been used to calculate
the initial controllers. Inspired by the social behavior of bird flocks, the PSO algorithm
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boasts a simple structure and rapid convergence in the early search stages. It was suitable
for initial controller designs for the following reasons :

— Good initial performance in smooth and low-dimensional search spaces
— Easy implementation and low computational complexity
— Rapid convergence in early iterations

However, as the controller designs became more complex and nonlinear, the PSO al-
gorithm began to exhibit weaknesses, particularly concerning local optima entrapment
and reduced exploration capability. To address this end, the second part introduced the
self-learning PSO algorithm (SLPSO), which extends the capabilities of PSO by incor-
porating a learning mechanism that allows particles to explore beyond their local and
global best positions, improving their overall diversity and swarm adaptability. SLPSO
was recommended in the second phase due to :

— Enabling improved exploration/exploitation balance of the search space
— Reducing the risk of premature convergence through self-learning components
— Improving robustness in more complex, time-varying environments

However, despite its performance advantages, SLPSO also showed a higher level of
algorithmic complexity, which led to greater computational demands. This is why, the
GWO algorithm has been introduced in the third phase to address more complex control
problems involving nonlinear dynamics and interacting subsystems. GWO simulates
the cooperative hunting behavior and social hierarchy of grey wolves, providing a well-
structured yet adaptive search mechanism. It was particularly suitable for optimizing
systems with strong nonlinear coupling and interdependent variables. The decision to
employ GWO was based on :

— Its ability to maintain a good balance between global search and local refinement
— Natural convergence mechanism in complex objective landscapes
— Minimal sensitivity to parameter tuning

Compared to SLPSO, GWO offered a simpler structure with reduced computational cost
while still providing competitive or superior optimization performance in many practical
cases.

For the final and most complex fitness landscapes, the chaotic-YSGA was employed
in the last stage to address the limitations of previous methods and handle the most
demanding control scenarios. By integrating chaotic dynamics into the YSGA structure,
C-YSGA enhances global search behavior and avoids stagnation more effectively than
traditional metaheuristics. It was particularly effective for fine-tuning control systems
requiring high precision and adaptability. The choice of C-YSGA was justified by :

— Strong global search capability through chaotic sequences
— Fast and reliable convergence even in complex, multi-modal spaces
— Improved final solution quality and response smoothness

In summary, the progressive application of PSO, SLPSO, GWO, and C-YSGA was not
arbitrary but rather the result of a careful evaluation of algorithmic capabilities regarding
system complexity (see Figure. 2.6). Each algorithm was introduced to address specific



Chapter 2. Metaheuristic optimization for control parameter tuning 47

Start

PSO

SLPSO

GWO

C-YSGA

Limitations

Premature convergence
& local optima trapping Computational complexity May perform poorly in

complex scenarios

Easy implementation

 Exploration/Exploitation
balance

Algorithmic simplicity with
smooth convergence

Fast and efficient
convergence in complex

environments

Figure 2.6 – Metaheuristic Progression for Tuning

optimization challenges encountered with its predecessor, ensuring that the control
design process remained both efficient and adaptive. This strategic sequence contributed
significantly to the overall effectiveness of the control techniques developed in this work.

2.5 Conclusion

This chapter has introduced the fundamentals of the metaheuristic optimization algo-
rithms PSO, SLPSO, GWO, and C-YSGA, highlighting their exploration and exploitation
strategies for finding optimal solutions. Each of these algorithms, inspired by natural
phenomena, offers various approaches to improve the efficiency and speed of convergence
in complex optimization problems.

In the context of energy conversion system control studied in the present work, these
methods allow to efficiently adjust the control parameters taking into account different
operating conditions. Their application guarantees an optimization adapted to the system
requirements, thus contributing to improve its performance and stability. This theoretical
framework will serve as a basis for the implementation and analysis of these algorithms
in the following chapters.



Chapter 3

Distributed renewable energy generation
control

3.1 Introduction

The increasing penetration of distributed renewable energy sources, particularly photo-
voltaic (PV) systems, requires advanced control strategies to ensure efficient, stable,

and reliable operation. Effective control must address challenges such as variable so-
lar irradiance, power flow management, and coordination with energy storage systems
and loads. This chapter presents a comprehensive study of control techniques for both
grid-connected and stand-alone PV systems, including maximum power point tracking
(MPPT), voltage-source inverter regulation, and energy management strategies. Special
attention is given to modern approaches, such as fractional-order, supertwisting, and
Z-source inverter-based controls, which enhance system flexibility, robustness, and perfor-
mance. The following sections detail the modeling, controller design, and implementation
of these techniques, providing a structured framework for distributed PV generation
control.

3.2 Control of grid-connected PV system

3.2.1 Fractional-order terminal super twisting algorithm (FOTSTA)-
based MPPT

Efficiently managing boost converters holds significant importance, given their frequent
use in power supply applications where energy efficiency is of paramount importance.
The command system’s role is to minimize power losses and ensure that the grid receives
the precise power it requires through the adjustment of the converter’s output voltage
and current, as shown in Figure. 3.1. In this study, the proposed FOTSTA approach is
used for the MPPT process regulating the boost converter.
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Figure 3.1 – Control scheme of boost converter

Proposed FOTSTA controller

The SMC approach is renowned for its popularity, wide applicability, and robustness as
a prominent nonlinear approach rooted in variable structure systems. Nevertheless, it faces
a significant challenge in the form of oscillations, commonly referred to as chattering [137].
This issue stands out as a major drawback of the usual SMC approach. In the literature,
numerous approaches have been proposed to mitigate chattering phenomena. Among
these, the high-order SMC approach stands out as a particularly effective option for
reducing chattering. Specifically, the second-order variants of high-order SMC approaches,
such as the twisting approach, suboptimal approach, and super twisting algorithm (STA),
aim to establish a SMC involving both the sliding surface and its time derivative within
a finite period [70, 138]. In our study, we have opted for the STA due to its distinct
advantages. Unlike the first two methods (twisting and suboptimal), the STA exclusively
relies on the sliding surface without necessitating its derivative. However, it’s worth noting
that STA is solely applicable to systems with a relative level of one, where command
action affects the first derivative of the sliding surface.

The law governing the STA approach is articulated as follows :un = −k
√
|S| sign(S) + u1

u̇1 = −β sign(S)
(3.1)

where S = x∗ − x, the linear sliding surface and β, k positive coefficients. x and x∗ are the
signal to be controlled and its reference, respectively.

 

− 
− 

Figure 3.2 – Traditional STA controller
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In the classical STA control approach, a linear sliding surface is traditionally employed,
which results in the system state not converging to zero within the specified time frame.
To address this challenge, we have introduced the utilization of a nonlinear sliding
surface or a terminal sliding surface. This innovation has led to the development of
a novel command approach named the terminal STA (TSTA). This strategy boasts a
straightforward structure and bears a resemblance to the usual STA method. However,
the key distinction between TSTA and the usual STA method lies in the type of sliding
surface employed. TSTA introduces nonlinear functions into the design of the manifold,
creating a TSTA hyperplane. Tracking errors on this hyperplane will effectively converge
to zero within a finite time.

The fundamental concept behind the TSTA approach can be expressed as follows :

w = −k
√
|σ| sign(σ)− β

∫
sign(σ) dτ (3.2)

σ is the terminal sliding function.
The terminal sliding surface can be represented using the following equation :

σ = Ṡ + αSµ (3.3)

Where, α represents a positive constant and µ is a positive value.
The TSTA approach is capable of compelling the system states to reach zero within a

finite duration. The TSTA principle can be illustrated by the following equation :

w(t) = −k
√
|Ṡ + αSµ| sign(Ṡ + αSµ)− β

∫
sign(Ṡ + αSµ) dτ (3.4)

Figure. 3.3 shows the proposed TSTA controller structure.

 

− 
− 

Figure 3.3 – TSTA controller structure

Considering the robust performance of fractional-order control, in [139], we have
introduced a novel command approach called fractional-order TSTA (FOTSTA), which
generalizes the TSTA method using an extra fractional term and outperforms conventional
STA controllers, especially in systems exhibiting non-linear dynamics. In summary, the
FOTSTA method provides a more adaptable and robust command system capable of
enhancing performance and stability across a broad spectrum of applications, particularly
in systems characterized by non-linear dynamics and model uncertainties. Figure. 3.4
illustrates that the FOTSTA approach developed is user-friendly, versatile, and straightfor-
ward. Furthermore, the designed method facilitates the straightforward implementation
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of complex systems, as expressed in the following equation :

w(t) =
[
−k
√
|Ṡ + αSµ| sign(Ṡ + αSµ)− β

∫
sign(Ṡ + αSµ) dτ

]λ

(3.5)

Where λ is the extra non-integer parameter of the proposed fractional order control
(λ ∈ R+, with 0 < λ < 2).

The FOTSTA approach presented in Figure. 3.4 exhibits simplicity, straightforwardness,
ease of adjustment, and straightforward implementation. Furthermore, this method is
readily applicable to intricate systems.

 

− − − 

Figure 3.4 – Proposed FOTSTA controller

PV power control

Defining the sliding surface constitutes a crucial initial phase in governing the SMC.
Furthermore, in the context of PV power control, the terminal sliding surface is specified
as follows :

σPpv = ṠPpv + αPpvSµPpv (3.6)

Being P̃pv the PV power derivative
(
∂Ppv/∂Vpv

)
and P̃∗

PV its reference, the linear sliding
surface for PV power can be expressed as SPpv = P̃pv − P̃∗

pv.

SPpv = P̃∗
pv − P̃pv (3.7)

where

P̃pv =
∂Ppv

∂Vpv
=

∂(Vpv × ipv)

∂Vpv
= Vpv ×

∂ipv

∂Vpv
+ ipv (3.8)

According to the (P-V) characteristics, P̃∗
pv is set to zero to keep the PV system operating

point at the MPP position, i.e., P̃∗
pv = 0.

The FOTSTA approach law for PV power regulator can be given as follows :
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wPpv(t) =
[
−kPpv

√
|σPpv | sign(σPpv)− βPpv

∫
sign(σPpv) dτ

]λPpv

(3.9)

The compensation-enhanced PV power command loop provides the reference current.

iL = ipv −
[
−kPpv

√
|σPpv | sign(σPpv)− βPpv

∫
sign(σPpv) dτ

]λPpv

(3.10)

Inductor stream control design

The terminal sliding surface for the inductor stream can be written as :

σiL = ṠiL + αiL SµiL (3.11)

where
SiL = i∗L − iL (3.12)

SiL is the linear sliding surface for the inductor current
The FOTSTA approach law for the inductor stream regulator can be given as

wiL(t) =
[
−kiL

√
|σiL | sign(σiL)− βiL

∫
sign(σiL) dτ

]λiL
(3.13)

The control loop for inductor current (iL) determines the duty cycle of the DC-DC
boost converter through :

D = 1 −
Vpv −

[
−kiL

√
|σiL | sign(σiL)− βiL

∫
sign(σiL) dτ

]λiL

Vdc
(3.14)

Stability Analysis

In order to ensure that the quantities to be controlled are attracted towards their
reference values, the stability of the control law must be evaluated [139]. For this reason,
the following Lyapunov function are defined :

Vx =
1
2

σ2
x where x = [Ppv, iL] and σx = Ṡx + αxSµx

x (3.15)

Stability is guaranteed only when its derivative is negative, i.e.,

V̇x = σxσ̇x < 0 (3.16)

Substituting the value of σ̇Ppv and σ̇iL from Eqs 3.6 and 3.11, respectively, gives

V̇x =

V̇Ppv = σPpv

(
S̈Ppv + αPpv ṠµPpv

)
V̇iL = σiL

(
S̈iL + αiL ṠµiL

) (3.17)
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where

SPpv = P̃∗
pv − P̃pv and SiL = i∗L − iL (3.18)

Considering P̃∗
pv = 0 and substituting both equations from the system 1.4 in the

derivative of 3.18 yields :

Ṡx =


ṠPpv =

˙̃PPV =
1

Cpv

(
2

∂Ipv

∂Vpv
+ Vpv

∂2 Ipv

∂V2
pv

)
(iPV − iL)

ṠiL = i̇∗L − i̇L = i̇∗L −
1
L
(
Vpv − (1 − D)Vdc

) (3.19)

Now by putting the value of the TSTA control law, we can get the following :

V̇x =


V̇Ppv = σPpv

(
−kPpv

√
|σPpv | sign(σPpv)− βPpv

∫
sign(σPpv) dτ

)
V̇iL = σiL

(
−kiL

√
|σiL | sign(σiL)− βiL

∫
sign(σiL) dτ

) (3.20)

Simplification of Eqs 3.20 gives the following expressions :

V̇x =


V̇Ppv = −kPpv |σPpv |1.5 − βPpv σPpv

∫
sign(σPpv) dτ

V̇iL = −kiL |σiL |
1.5 − βiL σiL

∫
sign(σiL) dτ

(3.21)

Therefore, due to the definite negativity of the derivative of the Lyapunov function,
the global asymptotic stability of the proposed controller can be guaranteed.

3.2.2 P-DPC-SVM-based grid-connected VSI control

Recently, a robust control method has caught the attention of researchers which is
called the model predictive command (MPC)[140–142]. The MPC approach is an advanced
nonlinear controller that is characterized by its ability to handle different command
objectives in one command law named the cost function. Thanks to its simple and
intuitive implementation and fast dynamic, the MPC has been widely used to command
power converters [143, 144]. Within the MPC classes, finite command set-MPC (FCS-MPC)
is developed to produce the command decision directly for converter switches without
using any modulation devices. Despite its features, the latter technique suffers from
the disability of variable and high switching frequency [145, 146]. Because of that, a
predictive direct power control (P–DPC) associated with the space vector modulation
technique (SVM) is proposed for the grid-connected inverter control stage, ensuring a
constant switching frequency through the SVM method as illustrated in Figure. 3.5. In
the P–DPC–SVM approach, the control decision is determined by minimizing the cost
function to provide the optimal command vector to the SVM modulation stage for the
next sampling time. Using the switching states (Sa, Sb, Sc) given by the SVM block, a
minimum error is guaranteed between the controller active and reactive powers Ps and
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Figure 3.5 – The P–DPC–SVM approach

Qs, and their references which are generated by the outer loop of the DC link voltage via
an anti-windup PI controller, mitigating unwanted harmonic components within the grid
current [139]. This minimization is accomplished using a robust phase-locked loop (PLL)
shown in Figure. 3.6.

The variation of the Ps and Qs between two successive sampling instants can be
expressed as follows :[

P(k + 1)− P(k)
Q(k + 1)− Q(k)

]
=

[
egα(k) egβ(k)
egβ(k) −egα(k)

] [
igα(k + 1)− igα(k)
igβ(k + 1)− igβ(k)

]
(3.22)

Furthermore, by neglecting the effect of the resistance of the network, the evolution of
the stream vector is governed by a first-order differential equation :[

igα(k + 1)− igα(k)
igβ(k + 1)− igβ(k)

]
=

Ts

Lg

([
egα(k)
egβ(k)

]
−
[

vα(k)
vβ(k)

])
(3.23)

By using the Forward Euler approach, it is possible to discretization the grid stream in
the (αβ) reference frame which is given by the following expression :

d
dt

[
igα

igβ

]
=

1
Lg

([
egα

egβ

]
−
[

vα

vβ

])
(3.24)

Substituting Equation 3.23 into Equation 3.22, variation of Ps and Qs during one
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Figure 3.6 – PLL technique with MVF

Figure 3.7 – Predictive value estimation of reference power

switching period Ts is given as follows[
P(k + 1)− P(k)
Q(k + 1)− Q(k)

]
=

Ts

Lg

[
egα(k) egβ(k)
egβ(k) −egα(k)

] ([
egα(k)
egβ(k)

]
−
[

vα(k)
vβ(k)

])
(3.25)

Taking this account, the objective of the predictive command is to make the output Ps

and Qs track the relevant reference energies :{
εP = Pref(k + 1)− P(k + 1)

εQ = Qref(k + 1)− Q(k + 1)
(3.26)

For an optimal convergence toward the desired energy values, the following equation
must be verified. {

Pref(k + 1) = P(k + 1)
Qref(k + 1) = Q(k + 1)

(3.27)

A graphical illustration of these predictions is represented in Figure. 3.7.
The predicted reference values Pre f (k + 1) and Qre f (k + 1) are computed as follows :
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{
Pref(k + 1) = 2Pref(k)− Pref(k − 1)
Qref(k + 1) = Qref(k)

(3.28)

Putting Equation 3.28 into Equation 3.25, and solving the equation, the output voltage
components of the control can be listed as :

[
vα(k)
vβ(k)

]
=

[
egα(k)
egβ(k)

]
−

Lg

Ts

(
e2

gα + e2
gβ

) [egα(k) egβ(k)
egβ(k) −egα(k)

] [
2Pref(k)− Pref(k − 1)− P(k)

Qref(k)− Q(k)

]
(3.29)

3.2.3 Anti-windup PI controller

In order to mitigate fluctuations and instability in the DC link voltage, a PI controller
with anti-windup compensation is suggested for DC link voltage regulation, as depicted
in Figure. 3.8, this regulator operates by utilizing a proportional gain (kp) to enhance
system dynamics and an integral component with a gain (ki) for accurate steady-state
tracking. To prevent the regulator output from saturating due to noise amplification, an
anti-windup loop is introduced, incorporating a second integral term with a high loop
gain (1/Tu), which has no adverse impact on the desired system performance [139]. To
determine the appropriate values for the regulator gains, the transfer function of the
system is initially defined first [146].

The equation describing the dynamic behavior of the DC link voltage is as follows :

Cdc
dVdc

dt
= iPVS − idc (3.30)

The DC link voltage is regulated through adjustment of the inverter stream on the DC
side, which is regarded as an external disturbance.
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Figure 3.8 – Link voltage command ; (a) : PI control, (b) : anti-windup PI regulator

The determination of the controller gains kp and ki involves placing the poles of the
closed-loop system directly, and it can be expressed as follows :

Vdc
V∗

dc
=

kps + ki

Cdcs2 + kps + ki
(3.31)
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Figure 3.9 – Presentation of the overall command scheme in MATLAB/Simulink

As seen in 3.31, it is evident that the characteristic polynomial of the closed-loop system
takes the form of a second-order canonical equation :

s2 + 2ξωns + ω2
n (3.32)

where ωn is the natural frequency, and ξ is the damping coefficient.
By matching 3.31 and 3.32 and selecting an optimal damping coefficient, the regulator

gains are determined as follows : (
kp = 2ξωnCdc

ki = Cdcω2
n

)
(3.33)

Hence, the reference power value is deduced as :

Pre f = Vdcidc (3.34)

Table 3.1 – Physical parameters of the grid-connected PV system

DC-DC converter parameters Grid-connected inverter parameters
Cpv L Cdc fs V∗

dc Rg Lg eg f
200 µF 10 mH 2000 µF 20 kHz 800 V 0.34 Ω 0.15 mH 220 V 50 Hz

Table 3.2 – Control parameters of MPPT-FOTSTA and AW-PI

PV Power FOTSTA controller Inductor current FOTSTA controller AW-PI controller
kPpv βPpv µPpv λPpv kiL βiL µiL λiL kp ki
11 36 1.5 0.7 240 360 1.5 0.8 16 0.3
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Figure 3.10 – Irradiance profile

(a)

(b)

Figure 3.11 – Characteristics of PV solar for different irradiation (a) I-V and (b) P-V

3.2.4 Results and discussion

In this section, A two-stage grid-connected PV system is simulated using MATLAB.
For this purpose, we test different nonlinear control functions for both control stages,
DC-DC-BC command and Ps and Qs management of the grid-connected inverter stage.
The competence of the proposed FOTSTA is evaluated for the first stage and compared
with the well-known conventional SMC and STA techniques, considering the P–DPC–SVM
method for the second stage. Figure. 3.9 shows an illustration of the overall system in
which the BM SX150S solar panel model is used.

In the present study, the optimal control parameters are calculated by using the
metaheuristic algorithm so-called particle swarm optimizer (PSO), which is based on
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(a)

(b)

(c)

Figure 3.12 – PV module (a) Output energy (b) Output voltage (c) Output current

the minimization of a specific objective function. The control parameters of both DC
controllers, FOTSTA and AW-PI controllers, are given respectively by θFOTSTA = [k, β, λ]T

and θAW−PI = [kp, ki]
T. Being ek is the error of the kth sample between the actual and the

desired output, the objective function is expressed as :

OFDC(θ) =
N

∑
k=0

k |ek(θ)| (3.35)

Using the physical parameters presented in Table 3.1, the optimal control parameters
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Table 3.3 – Tracking performance indicators of MPPT : FOTSTA, STA, and SMC

Performances MPPT Methods
SMC STA FOTSTA

Tracking accuracy η (%) 99.1 % 99.71 % 99.83 %
Power ripple (Rip) (%) 3.82 % 0.55 % 0.33 %
Overshoot/Undershoot (%) 1.66 % 0.58 % 0.29 %
Tracking Time (s) 0.0176 s 0.0134 s 0.0117 s

Figure 3.13 – DC link voltage

are calculated and given in Table 3.2, where the sampling time for both MPPT and
P–DPC–SVM algorithms is set to 0.1ms.

According to P-V characteristics, temperature has a non-significant effect on the MPP
position, while irradiation level changes have an important impact on its performance.
For this reason, the solar irradiance change scenario is adopted to visualize the overall
competence and compare the results of the applied control approaches. In this scenario,
the performance comparison of the MPPT-FOTSTA with SMC and STA is performed
under the dynamic behavior of irradiation and constant temperature, considering the
P–DPC–SVM technique for the AC side. The results are verified under four different
irradiation levels. Figure. 3.10 shows the different irradiation patterns with a sudden
change after every 0.25s.

Firstly, the results of comparative study of three DC-DC boost converter control
techniques in terms of tracking performance are presented in Figure. 3.11 and Figure.
3.12. Ipv − Vpv, Ppv − Vpv curves can be seen in Figure. 3.11 and PV energy, voltage and
stream in Figure. 3.12. The objective of this study is to test the ability of different non-
linear control techniques including the proposed one to achieve the MPPT with rapid
convergence, superior quality and robust disturbance rejection in the face of irradiation
variation which has a significant effect on the MPP position of the PV generator.

The results clearly show that all the tested algorithms are able to correctly follow
the behavior of irradiation to achieve the MPPT. The augment in irradiation implies an
augment in PV energy created and vice versa. Therefore, the MPP moves to reach the new
maximum point corresponding to the irradiation change thanks to the MPPT algorithm
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(a)

(b)
Figure 3.14 – (a) Grid active power (b) Grid reactive power

which continually determines the optimal voltage to give maximum power. The voltage
varies slightly, contrary to the PV current which changes following irradiation. However,
the conventional SMC and STA introduce undesirable transient responses and ripples to
reach the MPP point that are considered a serious drawback of the PV system, while the
FOTSTA delivers faster and higher quality MPP tracking, lower overshoot and ignored
ripples which make its dynamic performance better than that of SMC and STA in terms
of competence, quality and durability. When the solar irradiation suddenly decreases,
high-precision convergence can be observed under the STA control which proves its
strength, but looking at the overall performance, we can clearly observe the superiority
of the proposed FOTSTA especially in enhancing the transient response and reducing
the ripples which negatively affect the performance, durability and sustainability of the
system, especially in real application.

To further demonstrate the enhancement of the designed approach compared to the
usual method regarding the first stage performance, the efficiency characteristics of three
control techniques are presented in Table 3.3. It is obvious that the fineness of energy
delivered by the PV generator using FOTSTA is better than other conventional ones. The
proposed method achieves an extreme performance enhancement in terms of quality,
accuracy, convergence speed, and robustness.

Considering that the P-DPC-SVM technique is used to regulate the grid power to its
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(a)

(b)

(c)

Figure 3.15 – Durability test (a) PV power (b) PV voltage (c) PV current

reference value provided by the outer loop of the DC link voltage via an anti-windup
PI, the behavior of the DC-link voltage, grid Ps and Qs given by the above MPPT control
algorithms are shown in Figure. 3.13 and Figure. 3.14, respectively. From the results of
the first two figures, it is evident that the FOTSTA gives the highest tracking speed, the
least overshoot and steady-state oscillations, in contrast to the SMC method, which gives
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Figure 3.16 – Three-phase grid current using the proposed P–DPC–SVM associated with MPPT
FOTSTA controller

Figure 3.17 – Phase-a grid current and voltage using P–DPC–SVM associated with MPPT FOTSTA
controller

the most oscillations due to the chattering phenomena. On the other hand, the Qs band is
almost zero which corresponds to unitary power factor operation for all MPPT algorithms
studied.

Then, in order to test the durability of the proposed FOTSTA controlled, simulations
are performed under different values of the physical parameters X such that they vary as
follows :

X = X + ∆X (3.36)

where

X = {Cpv, L, Cdc} (3.37)

And

∆X = X · [25% 50% 75% 100%]T (3.38)

Figure. 3.15 shows the dynamic behavior of electrical quantities : PV power, PV voltage,
and PV current as a function of four-step change conditions in solar irradiance. Again,
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(a)

(b)

(c)

Figure 3.18 – Grid current with FFT using P–DPC–SVM associated with MPPT (a) SMC (b) STA (c)
proposed FOTSTA

the findings demonstrate the high durability and robust performance of the proposed
FOTSTA controller.

The output current and output voltage received by the grid are depicted in Figure. 3.16
and Figure. 3.17, respectively. We can see that the phase difference between the voltage
and the current is zero (φ ≈ 0) which indicates that operation at unity energy factor is
almost achieved (cos φ ≈ 1). Because the power grid voltage is kept constant, the trace of
variation in grid current is very clearly visible respecting the variation of the irradiation.

Figure. 3.18 shows the Fast Fourier Transform (FFT) analysis of the output stream using
the three MPPT controllers tested, from where the THD values are extracted and presented
in Table 3.4 for different irradiation conditions. Thanks to their robust performance, the
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Table 3.4 – Grid current THD under, FOTSTA, STA, and SMC

THD (%) MPPT techniques
SMC STA FOTSTA

G = 300 (W/m2) 3.95 % 1.56 % 1.42 %
G = 500 (W/m2) 1.96 % 0.95 % 0.81 %
G = 750 (W/m2) 0.83 % 0.75 % 0.58 %
G = 1000 (W/m2) 0.98 % 0.73 % 0.43 %

Table 3.5 – Grid current THD analysis : proposed FOTSTA vs. recent MPPT techniques

MPPT techniques THD (%) References
Finite-set model predictive control 1.31 [147]
fuzzy SMC 2.48 [148]
Integral backstepping approach 1.15 [149]
Third-order SMC 0.91 [150]
Model predictive control 4.82 [143]
Adaptive STA 3.48 [138]
Second-order SMC 1.38 [70]
Fractional order controller 1.24 [151]
Model-free controller 2.48 [152]
Proposed FOTSTA control 0.43 [139]

Table 3.6 – Overall performance comparison of various MPPT techniques

Features MPPT Techniques
P&O INC FS-MPCC SMC STA FOTSTA

Transient fluctuations High High minimal Medium Low minimal
Steady-state oscillation High High Low High Low minimal
Dynamic response Low Medium High Medium High High
Convergence speed Low Low High High High Extreme
Control accuracy Low High High High High High
Injected power quality Low Low High Medium High Extreme
Algorithm complexity Low Low High Medium Medium Medium
Overall effectiveness Medium Medium High High High High

simulation result reveals that all algorithms give good THD values which remain below
5% as recommended by IEC and IEEE (THD). Nevertheless, the proposed FOTSTA can
maintain the least THD value compared to SMC and STA algorithms even after each solar
irradiation transition.

In essence, a comparison is made between the approaches specified in different sources
and the approach used to assess the current THD. Table 3.5 presents the contrasting
results. Analysis of this table demonstrates that when compared to several other methods,
FOTSTA produced more favorable outcomes regarding THD. This thorough comparison
supports the competence of the suggested approach in machinery command and the field
of renewable energies.
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Table 3.6 briefly summarizes the comparison between the simulation results of different
MPPT approaches previously studied, including the proposed FOTSTA. According to
the simulation and comparative study results, the MPPT-FOTSTA has better control
performance under irradiation change conditions. This is because FOTSTA can offer a
fast convergence speed, less oscillations, and power ripples, better transient response,
and high quality of power injected into the grid. The outstanding performance coupled
with the simplicity of the algorithm makes the proposed FOTSTA recommended for
application in machinery command and the field of renewable energies compared to
other techniques.

3.3 Control of a stand-alone PV system

In a stand-alone PV system, the solar PV module is the main source of power generation.
However, the output voltage of the PV module is not only unreliable but also insufficient.
As a solution, a DC/DC boost converter is used to synchronize the output voltage of the
PV unit with the standard voltage of the common DC bus and ensure that the solar panels
operate at their MPP point to maximize energy extraction. Despite this adjustment, the
intermittent nature of the solar PV unit makes it difficult to maintain a constant voltage
level on the DC bus. To mitigate this problem, the BESS is connected to the common
DC bus via a bidirectional DC/DC converter. The aim is to effectively regulate power
imbalances within the stand-alone PV system and provide a DC load.
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Figure 3.19 – Presentation of DC stand-alone PV system

In order to ensure stable and optimal operation of the entire DC stand-alone PV system,
power optimization, control, and management are required [153, 154]. The adopted control
strategy consists of two stages. The first stage is used to optimize the GPV power efficiency
under various irradiation conditions via a boost converter. The second controller stabilizes
the common DC bus voltage to maintain the power balance between the PV power source
and the DC load demand through a battery (BESS) connected to the common DC bus via
a bidirectional DC/DC converter.
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Figure 3.20 – Power management strategy for standalone PV/BESS

3.3.1 Power management and operational modes

In the present topology, the primary energy source will be the solar PV unit, with a
BESS utilized to manage power equilibrium. The BESS will store excess power during low-
demand periods and provide additional power during peak demand, ensuring stability
on the DC bus. Consequently, the net power can be represented as follows :

Pnet = Ppv − Pload − Ploss ± Pbat (3.39)

where Pbat is the BESS output power, which is positive during discharging mode and
negative during charging mode, Pload is the power consumed by DC loads, Pnet is the net
power, Ppv is the SPV output power and Ploss is the power loss.

It is frequently acknowledged that the maintenance of power equilibrium in the studied
DC system requires a steady voltage across the DC-bus capacitor Cdc. Consequently, the
dynamic of the DC-bus voltage can be articulated depending on the net power :

CdcVdc
dVdc

dt
= Pnet (3.40)

However, any rise or fall in the DC-bus voltage indicates an excess or shortfall of
power within the system. Through regulation of the BESS power flow, the controller
proposed in this study aims to preserve the state of charge (SOC) of the BESS within a
secure operational range while ensuring a consistent DC-bus voltage. Operational modes
determined by power balance are elaborated upon in the subsequent section.

The flow chart depicting the proposed Energy management system (EMS) is illustrated
in Figure. 3.20. Based on this EMS, this study assesses four primary operating modes
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aimed at sustaining power equilibrium. These modes are elaborated upon in further detail
below :
Mode I : In this mode (Ppv > Pload and SOC < SOCmax), the generated PV power exceeds
the load demand, enabling the battery to absorb the surplus power. The PV system
operates at its MPP, while the battery ensures the DC bus voltage remains steady at its
nominal value.
Mode II : (Ppv < Pload and SOC > SOCmin), the PV power falls short of meeting the load
demand. Consequently, the battery discharges to supplement the additional load. Like
Mode I, the PV operates at its MPP, and the battery controls the voltage of the DC bus.
Mode III : (Ppv > Pload and SOC ≥ SOCmax), in this scenario, when the battery is at full
charge and the PV power surpasses the load demand, the battery’s current is adjusted to
zero to prevent overcharging. Additionally, the excess PV power is limited through power
curtailment, accomplished by adjusting the PV operation to maintain the DC bus voltage
at its nominal level.
Mode IV : (Ppv = 0 and SOC ≥ SOCmin), in conditions such as cloudy weather or night-
time, when solar PV power is unavailable, the PV system is disconnected. In this mode,
the battery takes charge of regulating the DC bus voltage to fulfill the load demand.
Whenever : (Ppv < Pload and SOC ≤ SOCmin), the battery needs to halt its power supply,
and any surplus non-critical loads should be disconnected from the system. However, it’s
important to note that the operational mode involving load shedding is not addressed
within the scope of this study.

3.3.2 Synergetic simplified supertwisting algorithm (SSSTA) control

The simplified super twisting algorithm control (SSTA) stands out as one of the most
prevalent nonlinear approaches in electrical machine control, prized for its robustness and
straightforward implementation [155]. Its integration into automated systems significantly
enhances the performance and efficiency of electrical machines. Notably, the SSTA algo-
rithm falls under the umbrella of sliding mode control (SMC) techniques, distinguished
by its effectiveness in mitigating chattering issues compared to traditional SMC methods
and STA. Expression 3.41 outlines the core principles of the SSTA algorithm.

u = −k
√
|S| · sign(S) (3.41)

where S the error or linear sliding surface, and k ̸= 0 are positive values.

S = x∗ − x (3.42)

The sliding control (SC) approach constrains the system trajectories to evolve within
a predefined manifold by appropriately shaping a macro variable in accordance with
the control objectives. To this end, a first-order linear differential equation is imposed on
the sliding variable to regulate the system behavior once the manifold is reached. The
conventional SC formulation is expressed as

T Ṡ(X) + S(X) = 0, (3.43)
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where T > 0 denotes the convergence rate of the sliding surfaces toward the intersection
defined by S = 0. The stability of the SC scheme is guaranteed provided that the sliding
variable satisfies S(0) = 0 and S(x) x > 0 for all x ̸= 0. Solving 3.43 yields an exponential
evolution of the sliding variable given by :

S(t) = S0e−t/T, (3.44)

which ensures asymptotic convergence of the system trajectories toward the sliding
manifold.

The proposed Synergetic Simplified Super-Twisting Algorithm (SSSTA) combines the
smoothness and robustness of synergetic control with the finite-time convergence proper-
ties of the simplified super-twisting algorithm. This hybrid approach aims to enhance the
convergence speed while significantly reducing chattering effects. A synergetic sliding
surface S(t) is defined based on the system tracking error and its dynamics. The control
objective is to force the system trajectories to converge toward and remain on the surface
S(t) = 0, thereby ensuring the desired closed-loop behavior.

The command input of the proposed SSSTA controller is given by :

u(t) = −k
√
|S(t)| sign(S(t))− T

d
dt
(
S(t)

)
− S(t) (3.45)

where k > 0 and T > 0 are tuning parameters. The nonlinear term ensures fast and
finite-time convergence, while the synergetic terms provide smooth control action and
mitigate the chattering phenomenon.

As shown in Figure. 3.21, the sliding surface from the tracking error is processed
through derivative (T), nonlinear super-twisting (k), and linear stabilizing branches to
form the control signal.

 

S 

S S 

S 
− 
− 
− 

Figure 3.21 – SSSTA controller structure

To establish stability, a Lyapunov candidate function is selected as :

Vx =
1
2

S2
x (3.46)

which is positive definite for all Sx ̸= 0.
The sliding surface is selected according to the system constraints, where the proposed

SSSTA approach forces the state trajectories to evolve toward and remain on the surface
Sx = 0. To guarantee this behavior, the time derivative of the Lyapunov function must be
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negative, i.e.,

V̇x = Sx · Ṡx < −η|Sx| (3.47)

where η > 0 is a design gain.
If Sx(0) > 0, then Sx(t) ≤ Sx(0)− ηt ; if Sx(0) < 0, then Sx(t) ≥ Sx(0) + ηt. Conse-

quently, the sliding variable reaches the surface Sx = 0 in a finite time bounded by
|Sx(0)|/η.

For Sx(0) ̸= 0, the reaching dynamics of the sliding surface are imposed as :

Ṡx = −TSx − k
√
|Sx| · sign(Sx) (3.48)

Starting from the above reaching law, the corresponding SSSTA control input is desi-
gned to enforce the surface dynamics and is expressed as :

u(t) = −TSx − k
√
|Sx| · sign(Sx) (3.49)

Equation 3.49 is satisfied provided that the gains k and T are positive, which ensures
the convergence of the sliding variable toward the surface.

Consequently, the sliding surface satisfies the inequality 3.47.

Boost converter control for MPPT

A nonlinear SSSTA is used in the PV current and voltage loops to extract maximum
and consistent power from the PV system. The first SSSTA loop regulates the PV voltage
and produces the reference current for the inductor, while the second SSSTA loop controls
the inductor current with minimal steady-state error and determines the duty cycle for
the DC/DC boost converter.

 

 𝑆𝑉𝑝𝑣  𝑆𝑖𝐿  

Figure 3.22 – Scheme SSSTA control of PV system

a) PV voltage Control
Defining the sliding surface is a critical first step in controlling the SSSTA. In the realm

of PV power control, the sliding surface is defined as follows :

SVpv = V∗
pv − Vpv (3.50)
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The SSSTA control law for the PV voltage controller can be expressed as :

uVpv = kVpv

√
|SVpv | · sign(SVpv) + TVpv

dSVpv

dt
+ SVpv (3.51)

The compensated PV voltage control loop provides the reference current of the boost
converter inductor as follows :

i∗L = ipv −
[

kVpv

√
|SVpv | · sign(SVpv) + TVpv

dSVpv

dt
+ SVpv

]
(3.52)

b) Boost inductor current control
The sliding surface for the inductor current is defined as follows :

SiL = i∗L − iL (3.53)

The SSSTA control law for the inductor current controller can be defined as follows :

uiL = kiL

√
|SiL | · sign(SiL) + TiL

dSiL

dt
+ SiL (3.54)

The inductor current control loop determines the duty cycle of the boost converter as :

Dpv = 1 −
Vpv −

[
kiL

√
|SiL | · sign(SiL) + TiL

dSiL
dt + SiL

]
Vdc

(3.55)

Bidirectional converter control for BESS system

The SSSTA control strategy is implemented in the bidirectional DC/DC converter to
ensure optimal management of the DC microgrid. Two SSSTA controllers are employed :
one to regulate the DC bus voltage and the other to manage the battery current. The
voltage control process adjusts the DC bus voltage of the bidirectional DC-DC converter
to follow its reference. The output of the voltage loop regulator provides the reference for
the battery current to the internal loop current regulator. Ultimately, the current control
loop determines the duty cycle of the bidirectional DC-DC converter.

 

 𝑆𝑉𝑑𝑐 

 𝑆𝑖𝑏  

Figure 3.23 – SSSTA Control of the BESS
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a) DC Bus Voltage Control
First, the sliding surface of the DC bus voltage can be defined as the difference between

the reference value and the actual value, which can be expressed as follows :

SVdc = V∗
dc − Vdc (3.56)

The switching control law is designed based on the SSSTA as follows :

uVdc = kVdc

√
|SVdc | · sign(SVdc) + TVdc

dSVdc

dt
+ SVdc (3.57)

The power of the bus voltage can be expressed by multiplying the current by the DC
bus voltage, as follows :

PBESS = Vdc

[
uVdc = kVdc

√
|SVdc | · sign(SVdc) + TVdc

dSVdc

dt
+ SVdc

]
(3.58)

b) Battery Current Control
Stabilizing the dc-bus voltage, the reference current of the battery can be expressed by

dividing by the battery voltage as follows :

i∗b =
PBESS

Vb
(3.59)

The sliding surface of the battery current (ib) is given as

Sib = i∗b − ib (3.60)

The SSSTA control law for the bidirectional inductor current controller can be defined
as follows :

uib = kib

√
|Sib | · sign(Sib) + Tib

dSib
dt

+ Sib (3.61)

Using Equation 3.61, the switching control signal of the BESS is as follows :

Db =
Vb −

[
kib

√
|Sib | · sign(Sib) + Tib

dSib
dt + Sib

]
Vdc

(3.62)

3.3.3 Results and discussion

The performance of the proposed SSSTA-based control strategy is evaluated in terms of
accuracy, robustness, and adaptability. The control parameters were optimally tuned using
the Particle Swarm Optimization (PSO) algorithm by minimizing the objective function
defined in expression 3.35. The effectiveness of the PSO-optimized SSSTA controller is
assessed under various operating conditions, including fluctuations in climatic variables
and changes in load demand, and compared against a conventional control approach.
The physical parameters of the overall PV-battery system used in the simulations are
listed in Table 3.7.
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Table 3.7 – Simulated system parameters of the stand-alone PV system

Parameter Value
Gre f 1000 W/m2

Tre f 25°C
Voc 43.5 V
Isc 4.75 A
Vmp 34.5 V
Imp 4.35 A
MPP of PPV 36 kW

Parameter of BESS (Lithium Ion Battery)
Q 100 Ah
Battery converter inductance 1 mH
Battery converter capacitance 4000 µF

Parameter of DC-bus
Vdc 800 V
Cdc 5.5e-3 F

(a) (b)

 

 

 

 
  

  
  

 
  

(c)

Figure 3.24 – (a) Irradiance profile, (b) Temperature profile, and (c) Load demand profile

Figure. 3.24 shows the patterns of different previous conditions with a sudden change
after every 0.5 s. Figure. 3.25 illustrates the dynamic behavior of electrical quantities of
the DC stand-alone PV system as a function of five-step change conditions of irradiance,
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Figure 3.25 – Performance of the SSSTA compared to the conventional PI regulator (a) Power balancing
(SSSTA), (b) Power balancing (PI), and (c) DC bus voltage

temperature, and power demand. Meanwhile, the energy quality of the PV panel, battery,
and DC load is investigated through Figure. 3.26 under step fluctuation in irradiance
and ambient temperature for both the designed SSSTA and the conventional PI regulator.
From Figure. 3.25a and b, we can observe that the energy balance between the PV power
source, battery, and load is correctly achieved for both the SSSTA and the PI regulator.
The battery bank provides the energy difference between the load and the PV generator
or absorbs excess energy during climatic conditions fluctuations or load demand changes.
When the power produced by the PV generator is greater than the load consumption, the
battery charges the excess power which is indicated by the negative sign of the battery
energy curve. In contrast, when the PV generator provides lower energy than that of the
load, a discharge mode is imposed on the battery to compensate for the missed demand
i.e. the battery energy curve becomes in the positive zone. As for the zero energy of
the battery, this indicates that the amount of energy generated by the PV panel is equal
to that required by the load. In other words, the main objective of a battery converter
is to keep the voltage across the DC bus stable at a reference value (see Figure. 3.25c).
Although both the SSSTA and PI command units are capable of handling power balance
and DC bus stability, obvious oscillations and large overshoot can be observed under PI
command compared to the SSSTA technology, which provides a fast response and ideal
energy quality in terms of tracking accuracy, reducing overshoot and lack of ripples.
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Figure 3.26 – Comparison of energy quality (a) PV array (b) DC load (c) Battery

Table 3.8 – Comparison analysis between the PI regulator and SSSTA for DC bus voltage

Performances
Methods

PI SSSTA Ratios

Settling time (s) 0.07 0.143 -51.05%
Ripple (V) 2.7 V 0.3 V 88.89%

Overshoot (V) 75 V 43 V 42.67%
Undershoots (V) 113 V 55 V 51.33%

The numerical results of this test are listed in Tables 3.8 and 3.9. Table 3.8 represents
the values and reduction of the ripples, settling time, overshoot, and Undershoots of the
DC bus voltage in the case of using two controls. From this table, it is noted that the
approach provided satisfactory results for both fluctuations, undershoot, and overshoot
compared to the PI regulator. The proposed approach reduced the ripples, overshoot,
and undershoot of DC link voltage by estimated ratios of 88.89%, 42.67%, and 51.33%,
respectably compared to the PI command. However, the proposed SSSTA approach
provided unsatisfactory results for the settling time of DC link voltage compared to
the traditional PI. The PI approach gave a better value for settling time than the SSSTA
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Table 3.9 – Comparison analysis between the PI regulator and SSSTA for PV power

Performances
Methods

PI SSSTA Ratios

Settling time (s) 0.012 0.0059 50.83%
Ripple (%) 123 W 1.5 W 98.78%

Overshoot (W) 62 W 2.3 W 96.29%
Undershoots (W) 113 W 7.5 W 93.36%

approach by an estimated rate of 51.05%. This negativity can be attributed to the values
of the gains, as this negativity can be avoided by using smart optimization approaches.

Table 3.9 represents the values and percentages of reduction for each of the ripples,
undershoot, settling time, and overshoot of PV power. From this table, it is noted that
the SSSTA approach significantly outperforms the proposed SSSTA approach in terms
of providing lower values for each of the fluctuations, undershoot, settling time, and
overshoot, and this superiority appears in high reduction ratios. This superiority can
be attributed to its strength, durability, high competence, and great effectiveness in
improving energy features and quality. Accordingly, the proposed SSSTA approach
reduces the values of settling time, ripples, overshoot, and undershoot by ratios estimated
at 50.83%, 98.78%, 96.29%, and 93.36%, respectively, compared to the PI approach. These
high ratios will make this approach a promising and reliable solution for controlling
systems.

3.4 Integration of ZSI in stand-alone PV system

In the stand-alone PV system topology, the Z-source inverter (ZSI) can provide two
different and complementary functions, replacing the traditional separate boost and
inversion stages. The first is to improve the energy efficiency of the PVG by controlling
the shoot-through state. This function can only be implemented when the zero states are
reached. The second function is similar to that of the traditional VSI. Using a bidirectional
DC/DC converter, the BESS is connected to the common DC bus, corresponding to one
of the ZSI capacitors, whose voltage regulation aims to balance the power between the
PVG and the AC load.

3.4.1 ZSVPWM control strategy for ZSI

For the ZSI, many pulse-width modulation (PWM) control methods have been develo-
ped and used to provide the duty cycle of the shoot-through state. These techniques are
performed by introducing the shoot-through within the zero states without affecting the
active states. The proposed control strategies are based on modified conventional carrier
PWM such as simple boost control (SBC), maximum boost control, constant boost control
(MBC), and maximum constant boost control (MCBC). Meanwhile, several modified
space vector pulse-width modulations (ZSVPWM) techniques have been introduced in the
literature according to the number of shoot-through distributions such as four-ZSVPWM



Chapter 3. Distributed renewable energy generation control 77

 

Figure 3.27 – Structure of stand-alone ZSI PV system

(4-ZSVPWM) and six-ZSVPWM (6-ZSVPWM) [158]. Afterward, different discontinuous
ZSVPWM (D-ZSVPWM) techniques are proposed to enhance ZSI performance in terms
of reducing power losses during switching while ensuring maximum power transfer.
This is achieved by eliminating one of the zero states V0(000) or V7(111). Among these
techniques, improved dis continuous ZSVPWM (ID-ZSVPWM) has emerged as one of
the most effective control strategies for ZSI, being highly appreciated for its capability to
improve the output waveform and reduce total harmonic distortions (THD), conduction,
and switching losses [159]. In ID-ZSVPWM, each 60° sector is divided into two subsectors,
resulting in 12 equal sectors of 30° instead of 6 sectors of 60° in the (αβ) frame. Despite its
high performance, ID-ZSVPWM still suffers from a limited boost factor, significant induc-
tance current ripple, high voltage stress, and low voltage gain. Recently, the latter strategy
has been investigated under a modified reference (MR), to be called ID-ZSVPWM-MR
where the magnitude of the reference voltage takes the form of a hexagon in the space
vector [160]. ID-ZSVPWM-MR has proven superior in overcoming the above drawbacks
compared to ID ZSVPWM but with more complexity in its implementation due to the
shape of its voltage reference.

3.4.2 ZSI Control of stand-alone PV system based on PR controller

Due to the superior ability of the PR controller to handle harmonic distortions and
ensure accurate tracking of sinusoidal references effectively mitigating harmonic dis-
tortions regardless of the load type, linear or nonlinear [161], it is used for the AC bus
control of the ZSI inverter in a stand-alone PV system. Unlike conventional PI controllers,
which struggle to properly regulate the AC signal, the robust PR controller introduces a
resonant term at the fundamental frequency, providing high gain for accurate tracking
and selective harmonic compensation. This improves power quality, reduces THD, and
ensures stable and efficient system operation regardless of the load type [162].

The PR controller adopted for the regulation of the AC output voltage with less possible
harmonics can be presented by the following expression :
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Gv(s) = kpv +
krvs

s2 + ωcs + ω2
o
+ ∑

h=3,5,7

khvs
s2 + hωcs + (hωo)2 (3.63)

where kpv, krv and khv are the proportional gain, the resonant gain at the fundamental
frequency, and the resonant gain at the h-harmonic, respectively. ωo is the fundamental
frequency and ωc is the resonant bandwidth that is used to avoid the instability problems
associated with the infinite gain.

As for the DC side control, a cascade PI-IP controller is designed to achieve the cascade
voltage oriented MPPT process and stabilize the common DC bus. The MPPT of the GPV
is ensured by controlling the shoot-through state of the ZS network, while the DC bus
stabilization is ensured by regulating the bidirectional converter which connects the BESS
in parallel to one of the ZSI capacitors.

Thanks to its integral term, the PI controller can make the steady-state error zero.
However, it may take a long time with a large overshoot to accomplish this. To improve
the dynamic performance of the transient state and considerably minimize overshoot, an
advanced form of the PI controller called the IP controller has been introduced. In this
controller, only the integral term is kept in the feed-forward path, while the proportional
term is displaced to the feedback path as shown in Figure. 3.28. Generally, this controller
is used in electrical systems to reduce transient overcurrents that can deteriorate overall
performance.
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Figure 3.28 – (a) PI (b) IP Controller structure

The overall control scheme of stand-alone PV system based on ZSI is shown in Figure.
3.29.

Considering the objective function given by Equation 3.35, the optimal parameters of
the PI-IP controller used for DC-side command are calculated using the PSO algorithm,
where the parameters vector is given by θ = [kp, ki]

T.
For the PR controller of the AC-side control, the parameter vector is given by : θ =

[ωc, kpv, krv, k3v, k5v, k7v, kpi]
T, and the objective function is presented as follows :

FPR(θ) =
N

∑
k=0

[(
vk

refa
− vk

ca(θ)
)2

+
(

vk
refb

− vk
cb
(θ)
)2

+
(

vk
refc

− vk
cc(θ)

)2
]

(3.64)
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Figure 3.29 – Control of a stand-alone Z-source PV system

Results and discussion

To validate the control strategy, simulations are performed under different scenarios :
variation of the irradiance and the load, as shown in Figure. 3.30. The BESS consists
of 50 batteries, each one has 12V and a capacity of 100Ah. The 6-ZSVPWM is used
as a control strategy of ZSI, while a simple PWM for the bidirectional converter. The
switching frequency used for both control strategies is fixed at 5 kHz. The rest of physical
parameters are listed in Table 3.10 and the optimal control parameters in Table 3.11.

Table 3.10 – Physical parameters of stand-alone Z-source PV system using PR control

Ppv(STD) Cz Lz Lbat C f L f Cl Ll

4860 W 4.5 mF 10 mH 10 mH 80 µF 10 mH 490 µF 90 µH

According to Figure. 3.31a, it can be seen that the power of the PVG tracks the irradiance
profile, which is ensured by the MPPT command and by exploiting the shoot-through
state of ZSI. The two operating modes of the battery are illustrated through the shape of
its power curve, such that the negative power indicates that the battery is in charge mode,
and it is in discharge mode when the power is positive. The balance of power between
the source and the load can also be observed.

The Z-inductance current depends only on the irradiation variation. Figure. 3.31b
depicts the DC chain voltage Vi and the Z-inductance current, showing the presence of the
zero state of the inverter regardless of the load variation, consequently, the active states are
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Table 3.11 – Optimal control parameters for the PR controller

PI-IP Controller
Parameters kpv kiv kpi kii

Z-source DC-Side 0.295 0 24.13 416.6
Bidirectional DC-DC converter 1.175 0 5 500

PR Controller
kpr kr kr3 kr5 kr7 wc kpi

0.635 77.708 27.901 19.567 15.088 3.304 71.265

(a) (b)

Figure 3.30 – (a) Load variation (b) Solar irradiance variation

(a) (b)

(c)

Figure 3.31 – (a) Power balance (b) Z-inductance current and ZS-DC chain voltage (c) Z-capacitor
voltage

not affected by optimizing the energy efficiency of PVG through the Z-source inverter. The
capacitor voltage VCz successfully tracks its reference VCzre f with minimum oscillations as
shown in Figure. 3.31c. This result validates the performance of the bidirectional converter
control.
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Figure 3.32 – ZSI Output voltage

 

Figure 3.33 – Output voltage harmonic analysis

The designed PR controller is investigated under a local nonlinear load. From Figure.
3.32, the output voltage is successfully regulated along its reference during steady-state
flow as well as transient flow (Load variations). As we can see in Figure. 3.33, the AC
output voltage has a low total harmonic distortion (THD). These results verify that the
PR controller can handle the system dynamics by providing perfect and fast disturbance
rejection.

3.4.3 Control of stand-alone PV/ZSI system based on STA control

The super-twisting algorithm (STA) is an advanced type of sliding mode control
(SMC). It has been introduced in the literature as a powerful tool to ensure the finite-time
convergence of the origin of sliding variables and especially to generate a continuous
control signal, which helps to reduce the overall chattering phenomenon [163, 164].
Without requiring knowledge of the mathematical model, the STA strategy is proposed
for the three control stages of the stand-alone PV-ZSI system : MPPT, common DC bus
stabilization and output AC bus control.

As shown in Figure. 3.34, the control circuit primarily consists of five loops : ZSI
network-based MPPT control, ZSI AC side control loops, and bidirectional DC/DC
converter-based DC link voltage control loop.

In this study, we have opted for the STA for all control stages due to its distinct
advantages. As concluded in the literature, the STA approach is an advanced type of
sliding mode control (SMC), characterized by simplicity, high robustness, great efficiency,
low cost, fast dynamic response, and ease of implementation where the knowledge of the
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Figure 3.34 – Overall control structure based on STA

mathematical model of the studied system is not required. The law consistent with the
STA approach is introduced as follows :un = −k

√
|S| sign(S) + u1

u̇1 = −β sign(S)
(3.65)

where S = y∗ − y, the linear sliding surface and β, k positive coefficients. x and y∗ are the
signal to be controlled and its reference, respectively.

Cascade STA-based voltage-oriented MPPT

A nonlinear STA is used in the PV current and voltage loops to extract maximum
and consistent power from the PV system. The first STA loop guarantees the MPP
position and produces the reference current for the inductor, while the second STA loop
regulates the inductor current and determines the duty cycle of the shoot-through state
for the ZSVPWM block. Being x and x∗ are the output to be controlled and its reference,
respectively, where x represents the PV power derivative, the first linear sliding surface
for PV power can be expressed as follows :

SPpv = x − x∗ (3.66)

where

x = Vpv ×
∂ipv

∂Vpv
+ ipv (3.67)

And x∗ is set to zero to keep the PV system operating point at the MPP position.
The STA control law of the PV power outer loop can be given as follows :
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i∗Cpv
= −kPpv

√
|SPpv | sign(SPpv)− βPpv

∫
sign(SPpv) dτ (3.68)

Therefore, using the first equation from the system 1.10, we can obtain the reference
current for the inner loop as follows :

i∗Lz = ipv − iCz −
[
−kPpv

√
|SPpv | sign(SPpv)− βPpv

∫
sign(SPpv) dτ

]
(3.69)

The second linear sliding surface for the Z-inductor current can be written as :

SiLz = iLz − i∗Lz (3.70)

The STA approach law for Z-inductor stream regulator can be given as :

V∗
Lz = −kiLz

√
|SiLz | sign(SiLz)− βiLz

∫
sign(SiLz) dτ (3.71)

The control loop for Z-inductor current (iLz) provides the duty cycle of the ZSI impe-
dance network. Using the second equation from the system 1.10 we can obtain :

d = 1 − 1
Vpv − 2VCz

[
−kiLz

√
|SiLz | sign(SiLz)− βiLz

∫
sign(SiLz) dτ

]
(3.72)

STA-based ZSI AC side control with ID-ZSVPWM-MR

This section aims to regulate the output voltage of the ZSI to its references under
the load nonlinearity and its changes. For this purpose, a cascade voltage/current STA
controller is adopted to establish reference voltages u∗

m for the PWM block responsible
for generating the gate-switching pulses (Sa, Sb, and Sc).

The first linear sliding surface for the ZSI AC side voltage can be expressed as follows :

SvC,dq = vC,dq − v∗C,dq (3.73)

The STA outer control law of the AC output voltage is given as follows :

i∗C,dq = −kvC

√
|SvC,dq | sign(SvC,dq)− βvC

∫
sign(SvC,dq) dτ (3.74)

Because the ZSI AC side is similar to the traditional VSI, therefore, according to the
first and the second equations from the system 1.9, we can obtain the reference current
for the inner loop as follows :

i∗Ld =

[
−kvC

√
|SvCd | sign(SvCd)− βvC

∫
sign(SvCd) dτ

]
+ iod − ωC f vCq (3.75)

i∗Lq =

[
−kvC

√
|SvCq | sign(SvCq)− βvC

∫
sign(SvCq) dτ

]
+ ioq + ωC f vCd (3.76)
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The second linear sliding surface for the filter inductor current can be written as

SiL,dq = iL,dq − i∗L,dq (3.77)

The inner STA control law for the inductor current regulator is given as :

v∗L,dq = −kiL

√
|SiL,dq | sign(SiL,dq)− βvC

∫
sign(SiL,dq) dτ (3.78)

Because the ZSI AC side is similar to the traditional VSI, therefore, according to the
first and the second equations from the system 1.9, we can obtain the reference current
for the inner loop as follows :

u∗
md =

[
−kiL

√
|SiLd | sign(SiLd)− βiL

∫
sign(SiLd) dτ

]
+ vCd − ωL f iLq (3.79)

u∗
mq =

[
−kiL

√
|SiLq | sign(SiLq)− βiL

∫
sign(SiLq) dτ

]
+ vCq + ωL f iLd (3.80)

The inverse Park transform was used to convert the time-domain direct and quadrature
(dq) references to the three-phase (abc) reference frame. This transform preserves the
active and reactive powers with the system’s powers in the rotating reference frame.

STA-based DC/DC bidirectional converter control

The STA control strategy is implemented in the bidirectional DC/DC converter to
ensure optimal management of the stand-alone PV system. Two STA controllers are
employed : one to regulate the DC bus voltage and the other to manage the battery
current. The voltage control process adjusts the DC bus voltage of the bidirectional
DC/DC converter to follow its reference. The output of the voltage loop regulator
provides the reference for the battery current to the internal loop current regulator.
Ultimately, the current control loop determines the duty cycle of the bidirectional DC/DC
converter.

the first linear sliding surface for the ZSI capacitor voltage can be expressed as follows :

SVCz = VCz − VCz∗ (3.81)

The STA outer control law of the DC bus voltage of the is given as follows :

i∗Cz = −kVCz

√
|SVCz | sign(SVCz)− βVCz

∫
sign(SVCz) dτ (3.82)

According to the first equation from the system Equation 1.5, we can obtain the
reference current for the inner loop as follows :

i∗batt =
VCz
Vbat

[
−kVCz

√
|SVCz | sign(SVCz)− βVCz

∫
sign(SVCz) dτ − iLz + ioe

]
(3.83)

The second linear sliding surface for the battery inductor current is written as :
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Sibatt = ibatt − i∗batt (3.84)

The inner STA control law for the inductor current regulator is given as :

V∗
bat = −kibatt

√
|Sibatt | sign(Sibatt)− βibatt

∫
sign(Sibatt) dτ (3.85)

The control loop for filter current (ibatt) provides the duty cycle α of the bidirectional
DC/DC converter. Using the second equation from the system 1.5 we can obtain :

α = 1 − 1
VCz

[
−kibatt

√
|Sibatt | sign(Sibatt)− βibatt

∫
sign(Sibatt) dτ − Vbat

]
(3.86)

Results and Discussion

In this test, the metaheuristic algorithm called self-learning particle swarm optimizer
(SLPSO) proposed in [48] is used to adjust the optimal controller parameters taking into
account the objective functions given by Equation 3.35 and Equation 3.64. The parameters
vector is given by θ = [k, β]T.

The values of the physical parameters of the overall PV battery system are presented
in Table 3.12.

Table 3.12 – Physical parameters of stand-alone Z-source PV system using STA control

Cz Lz Lbat C f L f CL Ll

4.5 mF 10 mH 10 mH 80 µF 10 mH 490 µF 90 µH

Figure 3.35 – Irradiation profile

Figure. 3.36 shows that the PV power controller achieves the MPPT in both algorithms,
PI and STA. The voltage varies slightly, contrary to the PV current, which changes
following irradiation to reach the MPP position. The increase in irradiation implies an
increase in PV current and the corresponding power created, and vice versa. In contrast,
the STA approach presents more precision and response time advantages. In the transient
response, it follows the reference variation more quickly and it reduces the static errors in
the steady state better. However, the conventional PI regulator introduces undesirable
transient response and ripples to reach the MPP point which is considered a serious
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Figure 3.36 – Performance of the STA compared to the conventional PI under fast radiation changes

Figure 3.37 – DC bus voltage (Z-capacitor voltage)
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Figure 3.38 – Z-inductance current and DC chain voltage of the ZSI

 

 

 

 

PI 

STA 

Figure 3.39 – Output voltage under conventional and STA controller

drawback of the PV system, while the STA delivers faster and higher quality MPP tracking,
lower overshoot, and ignored ripples which make its dynamic performance better than
that of PI in terms of competence, quality and durability.

Although both the STA and PI control units are capable of ensuring the power balance
between the PV source, battery, and load by handling DC bus stability represented by the
Z-capacitor voltage, obvious oscillations, and large overshoot can be observed under PI
compared to the STA, which provides a fast response and ideal power quality in terms of
tracking accuracy, reducing ripples and overshoot (see .Figure. 3.37 and Figure. 3.38).
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For the AC side, the nonlinear STA control strategy is investigated with a local non-
linear load and compared to the conventional PI controller. From Figure. 3.39, the STA
controller yields an output voltage that closely approximates a pure sine wave, whereas
the PI controller’s output shows significant harmonic distortion and reduced waveform
quality. These results verify that the optimized STA can handle the system dynamics by
providing perfect and fast disturbance rejection.

3.4.4 Control of stand-alone PV/qZSI system based on FOPID controller

Despite many modern control techniques developed in the literature, the classical PID
regulator is still the most widely used to control power electronic converters due to its ease
of understanding, simple implementation, and relatively good performance. Currently,
the FOPID controller, generalized to the PID controller, has proven effective in improving
performance even in critical operating modes [128]. For this reason, considering the
changes in irradiation conditions and unbalanced nonlinear load, the FOPID is adopted
for the three control stages of a stand-alone PV system based on qZSI shown in Figure.
3.40.
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Figure 3.40 – Structure of stand-alone qZSI PV system

The transfer function of the classical PID can be presented as follows :

PID(s) =
U(s)
E(s)

= Kp +
Ki

s
+ Kds (3.87)

where Kp, Ki and Kd are the proportional, integral, and derivative controller parameters,
respectively. U(s) is the control signal and E(s) is the error between the desired signal
and the measured signal to be regulated.

Using extra non-integer parameters λ and µ respectively as the order of the integral
and derivative operators, the general PID model called the FOPID regulator, can be given
by the following transfer function :

FOPID(s) =
U(s)
E(s)

= Kp +
Ki

sλ
+ Kdsµ (3.88)
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Figure 3.41 – FOPID controller structure

where

{λ, µ ∈ R+/ 0 < λ, µ < 2} (3.89)

The transfer function 3.88 corresponds in the time domain to the following fractional
order differential equation :

u(t) = Kpe(t) + KiD−λ
t e(t) + KdDµ

t e(t) (3.90)

where D−λ
t and Dµ

t are respectively the operators of integration and derivative of non-
integer order λ and µ.

As shown in Figure. 3.42, the fractional PID controller (PIγDµ) generalizes the classic
PID controller and extends it from a point to the plane. This extension provides more
flexibility in the design of PID control.

 

Figure 3.42 – The different PID controllers

Fractional Order Calculs Theory

The fractional order operator is the general form of integration and differentiation
operations. There are several definitions in the literature for the fractional operator. But in
fact, the most widely recognized definitions are :

Grunwald-Litnikov Definition :

aDα
t f (t) = lim

h→0

1
hα

t−a
h

∑
k=1

(−1)k
(

n
k

)
f (t − kh) (3.91)
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Riemann & Liouville Definition :

aDα
t f (t) =

1
Γ(n − α)

(
d
dt

) ∫ t

a

f (τ)
(t − τ)α−n+1 dτ (3.92)

M. Caputo Definition :

aDα
t f (t) =

1
Γ(n − α)

∫ t

a

f n(τ)

(t − τ)α−n+1 dτ (3.93)

where h is the step time, (n − 1) < α < n and Γ stands for the well-known Euler’s gamma
function, and it is given by

Γ(x) =
∫ ∞

0
tx−1e−tdt (3.94)

However, due to the inability to numerically implement the above-mentioned fractional
differential definitions, the dominant Oustaloup filter is used to approximate the Laplace
transform of the fractional derivative operator sα. It is determined by the following
rational function :

sα ≈ ωα
h

N

∏
k=−N

s + ω′
k

s + ωk
(3.95)

The specific parameters of (3.95), poles and zeros are given by :

ωk = ωb(ωh/ωb)
(k+N+ 1+α

2 )/(2N+1)

ω′
k = ωb(ωh/ωb)

(k+N+ 1−α
2 )/(2N+1)

(3.96)

where (2N + 1) stands for the order of the filter, {ωb, ωh} is the frequency range of the
approximation. In the present study, 5th order is chosen for the Oustaloup filter. The low
and high frequencies of the approximation range are 10−4 and 104, respectively.

Results and discussion

The simulation results of qZSI-based stand-alone PV microgrid shown in Figure.
3.43 are presented using MATLAB/Simulink. For this purpose, the FOPID controller is
evaluated for the three different control stages : qZSI network-based MPPT control, qZSI
AC-side control and bidirectional DC link voltage stabilization, considering the load and
the irradiation changes. The optimization problem of the FOPID controller design stands
for determining the parameter vector θ = [KpKiKdλµ]T. In this study, the parameters of
the overall control structure based on FOPID are set using the new yellow saddle goatfish
algorithm (YSGA). To converge toward optimal parameters, the YSGA algorithm must
be guided by an appropriate objective function to be minimized. In the present study,
the objective function 3.35 is used for both DC bus controllers, MPPT and bidirectional
converter controllers, while the expression 3.64 is used for the AC bus controller.

Using the physical parameters presented in Table 3.13, the optimal control parameters
are calculated and given in Table 3.14.

The simulation results are verified under different irradiation and load demand levels,
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Figure 3.43 – Overall control structure

Table 3.13 – Physical Parameters of stand-alone PV/qZSI system

Lz Cz Lbat L f C f Ll Cl Rl

1.2mH 0.35mF 0.7mH 10mH 80µF 80µH 490µF 150/80Ω

Table 3.14 – Optimal parameters of FOPID controller

Control stage
FOPID controller parameters

Kp Ki Kd λ µ

qZSI DC-side MPPT
[

Vpv

Ipv

]
0.529 15.022 1.87e−4 0.82 −
28.21 194.4 1.87e−4 1.43 −

qZSI AC-side control
[

VC
IL

]
138.45 86.74 8.82 1.02 1.3
187.15 216.77 6.36 0.71 0.52

Bi DC/DC converter
[

VCz
ILbat

]
0.535 15.022 18.7 0.82 0.94
28.21 194.4 35.25 1.43 1.02

with a sudden change after every 0.5s. The load demand is increased at t = 1s. Against the
above changes the performance of the studied optimized FOPID technique is illustrated
in Figure. 3.44. The results show that the optimized FOPID-based MPPT algorithm
regularly determines the optimal voltage and current values to reach maximum power.
The MPP moves proportionally to the irradiation change. The PV current varies after each
irradiation step, while the change in voltage value is slight. From the findings, we can
observe that the FOPID MPPT controller provides fast and high-quality tracking of the
MPP position with low overshoot and negligible ripples compared to the conventional
PID command, which proves the robust dynamic performance of the FOPID in terms of
efficiency, quality, and durability.

During t = 0 − 1s, the findings show that the power produced by the PV generator is
greater than the load consumption (1845W). Thus, the battery charges the excess power.
During t = 1 − 2s, the load demand increases to 3380W, thus imposing a discharge mode
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Figure 3.44 – Performance of the FOPID controller compared to the conventional PID controller under
varying fluctuations of climatic and load conditions

on the battery to compensate for the missed demand, because the PV generator provides
lower power than that of the load. This is what ensures the control of power flow between
the different components of the chain with high performance. Likewise, we can clearly
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Figure 3.45 – Output AC voltage harmonic analysis
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Figure 3.46 – Output AC voltage harmonic analysis

see that the DC bus voltage represented by the qZSI capacitor voltage is rapidly regulated
to its imposed reference value. This is what demonstrates the high performance of the
FOPID-based bidirectional DC/DC converter controller.

Again, the optimized AC side control based on the FOPID controller proves its reference
tracking capability despite the load non-linearity, irradiation fluctuations, and demand
changes (see Figure. 3.45). From the output voltage spectral analysis shown in Figure. 3.46,
we can see that the FOPID controller can achieve low total harmonic distortion (THD),
respecting the standard recommended by IEC and IEEE (less than 5%). This demonstrates
that the FOPID controller can handle the stand-alone PV system dynamics by providing
perfect and fast disturbance rejection.
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3.5 Conclusion

In conclusion, this chapter focuses on the control strategies for distributed renewable
energy generation, with particular emphasis on photovoltaic (PV) systems, both grid-
connected and stand-alone. Advanced control techniques are developed to ensure efficient
energy extraction, stable operation, and reliable integration with the electrical grid or
local loads.

The first part addresses grid-connected PV systems, introducing a fractional-order ter-
minal supertwisting algorithm (FOTSTA)-based MPPT, robust PV power control, and ad-
vanced voltage-source inverter (VSI) regulation, including P-DPC-SVM and anti-windup
PI controllers. Stability analyses and simulation results demonstrate the effectiveness of
these approaches.

The second part investigates stand-alone PV systems, where power management,
operational modes, and control of boost and bidirectional converters for battery energy
storage systems (BESS) are presented. Synergetic simplified supertwisting algorithms
(SSSTA) are employed to achieve efficient maximum power point tracking and energy
balancing.

Finally, the chapter explores the integration of impedance-source inverters (ISI)s,
specifically ZSI and qZSI, in stand-alone PV systems, proposing control strategies based
on PR, STA, and fractional-order PID controllers. These methods enhance system flexibility,
improve voltage and power regulation, and allow seamless coordination between PV
generation, storage, and AC loads.

The integration of metaheuristic optimization techniques has played a crucial role in
optimizing control performance, allowing the calculation of control parameters to ensure
a robust response under varying conditions.

Through systematic modeling, control design, and results discussion, this chapter de-
monstrates the potential of modern control techniques to optimize distributed renewable
energy generation for both grid-connected and autonomous applications.



Chapter 4

Hierarchical control for parallel
distributed generation in microgrids

4.1 Introduction

M icrogrids represent a critical component of modern energy systems, offering
enhanced flexibility, resilience, and integration of distributed generation (DG)

resources. Efficient operation of a microgrid, particularly in both grid-connected and
islanded modes, necessitates a structured control approach to ensure stable, reliable, and
optimal performance. This chapter delves into the hierarchical control architecture for
microgrids, with a focus on the integration of key control strategies designed to achieve
voltage and frequency stability, power-sharing, and grid synchronization. The hierarchical
control framework for microgrids is typically structured into three layers : inner control,
primary control, and secondary control. At the foundation lies the inner control, which
is responsible for implementing cascade control of DG voltage and current. This layer
ensures the fast dynamic response of the power converters and provides robust regulation
of the local system variables.

Building upon the inner control, the primary control layer employs droop controllers
to facilitate decentralized power-sharing among DG units. This droop-based mechanism
dynamically adjusts output power based on frequency and voltage variations, enabling
seamless load power sharing among DG inverters that are connected in parallel, but on
the conditions that they have the same output impedance. Furthermore, the scheduled
active and reactive power is injected when the microgrid is connected to the main grid.
The decentralized structure of the droop control technique offers desirable properties
such as extensibility, modularity, and flexibility. This is what encourages researchers to
develop it to overcome challenges and improve its performance, to be robust and more
flexible during various operating modes. In [43], a robust controller called universal
droop control (UDC) is developed to operate in islanded mode regardless of the output
impedance of the DG inverters. On the other hand, although the UDC can also operate
in grid-connected mode as in islanded mode, it remains unable to transfer its operating
mode from islanded to grid-connected operation due to the lack of synchronization
between microgrid and utility grid voltages. For this reason, the UDC is improved it by
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introducing a derivative term to enhance the transition response and a hybrid term to
distinguish between different mode of operation.

The secondary control layer enhances system performance by restoring voltage and
frequency to nominal values after deviations introduced by primary control. Additionally,
it manages synchronization with the grid voltage when the microgrid operates in a grid-
connected mode or transitions from islanded operation. Through secondary control, the
microgrid achieves a balance between decentralized operation and coordinated restoration
of global system parameters. In order to maintain the stability and improve the flexibility
of the microgrid, a simple management strategy is proposed as a tertiary control layer
dedicated to the secondary control loops : restoration and synchronization loops, as well
as to the static switch (SS).

This chapter provides a detailed analysis of each hierarchical layer, outlining the
principles, methodologies, and practical considerations for their implementation. Special
emphasis is placed on the interplay between control layers to ensure overall system
stability and performance. By integrating advanced control techniques, this hierarchical
framework enables microgrids to operate as robust, adaptable, and efficient systems in
the evolving energy landscape.

4.2 Decentralized primary control

The main objective of the primary control is to achieve accurate power sharing between
the islanded parallel DG inverters and scheduled power injection from them when they
operate in grid connected mode, ensuring a smooth transition between different mode of
operation [45, 46].

4.2.1 Fractional order universal droop controller

Modern control techniques allow improving the control systems performance and
robustness such as the fractional order control. The primary control implemented in
this chapter is based on the universal droop mechanism improved by introducing a
fractional-order derivative term [46]. the extra term is used to enhance the transient
dynamic performance of the microgrid.

Since the conventional UDC can be expressed as follows [43] :

Ė = Ke(E∗
MG − Vpcc)− n(P − P∗) (4.1)

ω = ω∗ + m(Q − Q∗) (4.2)

The improved UDC can be described by the following expressions [107] :

Ė = Ke(E∗
MG − Vpcc)− n(P − P∗)− ndDµ1

t (P − P∗) (4.3)

ω = ω∗ + m(Q − Q∗) + mdDµ2
t (Q − Q∗) (4.4)

where E is the calculated magnitude (RMS) value of the output voltage of VSI. ω and ω∗
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Figure 4.1 – Schematic diagram of the improved primary control in αβ-coordinates

are the calculated and nominal values of its frequency. Vpcc and E∗
MG are the actual RMS

and the nominal value of the PCC voltage. P and Q are the actual active and reactive
power of the VSI. P∗ and Q∗ are their desired values to be injected when the microgrid
operates in grid-connected mode. Ke is a positive gain. n and m are the proportional droop
coefficients which are related to the desired droop ratio nS∗/KeE∗

MG and frequency boost
ratio mS∗/ω∗, respectively. nd and md are respectively the fractional-derivative coefficients.
Dµ1,2

t is the non-integer µth
1,2 order derivative operator where {µ1,2 ∈ R+/ 0 < µ1,2 < 2}.

The fractional calculus was detailed in Section 3.4.4, and will not be addressed in this
chapter. The quantities E and ω generated by the improved UDC represent the magnitude
and the frequency of the reference signal to be tracked by the output voltage of the DG
inverter in the inner control level at the inner control level discussed in Chapter 3.

Based on αβ frame, the instantaneous active and reactive power can be expressed as
follows :

p(t) = vpcc,αio,α + vpcc,βio,β (4.5)

q(t) = vpcc,βio,α − vpcc,αio,β (4.6)

where vpcc is the PCC voltage, io is the line current.
On the other hand, depending on the average power P and Q, the instantaneous power

can also be described as :
p(t) = P + p̃(t) (4.7)

q(t) = Q + q̃(t) (4.8)

where p̃ and q̃ are the oscillating components.
The instantaneous power is integrated over one fundamental cycle T in order to obtain

the average power P and Q as follows [165] :

P =
1
T

∫ t−T

t
p(t)dt (4.9)

Q =
1
T

∫ t−T

t
q(t)dt (4.10)
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Which can be rewritten as :
P = F(s).p(s) (4.11)

Q = F(s).q(s) (4.12)

where the integration filter F(s) is given by the following transfer function :

F(s) =
1 − e−Ts

Ts
(4.13)

4.3 Centralized secondary control

Central secondary control, often referred to as the central control system, plays a
pivotal role in maintaining the operational stability and quality of power in microgrids.
Its primary functions include ensuring power quality, mitigating long-term deviations
in microgrid voltage and frequency during islanded operations, and aligning the phase
angle between the grid and the connected microgrid voltages. Unlike primary control,
which operates at a faster time scale to handle immediate stability concerns, central
secondary control works on a slower time frame [45, 46]. This decoupling of secondary
and primary control processes is intentional, as it reduces interference between the two
layers and minimizes the communication bandwidth required for system operation. By
determining optimal set points for the primary control, the central secondary control
system ensures coordinated and efficient microgrid performance.

4.3.1 Islanded voltage and frequency restoration

By using the UDC method in the primary control, a compensator is required to mitigate
the frequency and voltage magnitude deviations created by the droop power-sharing
characteristics in the VC-VSIs as shown in Figure. 4.2. Based on the PI controller, both
voltage and frequency restoration control laws can be expressed, respectively, as :

δEres = kpE (E∗
MG − Vpcc) + kiE

∫
(E∗

MG − Vpcc) dt (4.14)

δωres = kpω (ω∗
MG − ωMG) + kiω

∫
(ω∗

MG − ωMG) dt (4.15)

where kpE and kpω are the proportional controllers parameters, kiE and kiω their integral
ones.
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Figure 4.2 – P − E and Q − ω of droop control characteristics
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4.3.2 Synchronization process for smooth transition

In islanded mode, the microgrid may need to reconnect to the main grid to either
import power when local demand exceeds the capacity of the paralleled DG inverters or
export surplus power. While the amplitude and frequency of the PCC voltage are assumed
to be restored to their nominal values, the mismatch in phase angles remains a challenge
to ensure a seamless transition. An unplanned or abrupt reconnection could lead to
significant circulating currents between the grid and the paralleled DGs. To prevent this,
the microgrid voltage must first be synchronized with the grid voltage before activating
the SS and transitioning to grid-connected mode [107].

The synchronization controller is given by using αβ components variables of the PCC
and the grid voltages where the following equation must be satisfied :

⟨vMGαvgβ − vMGβvgα⟩ = 0 (4.16)

For this end, a PI-type command is used for correcting the phase error, where the
control law is given as follows :

ωs =
(
vMGαvgβ − vMGβvgα

)
GLPF(s)Gsyn(s) (4.17)

where :

Gsyn(s) =
kps + ki

s
(4.18)

GLPF(s) =
ωLPF + s

ωLPF
(4.19)

where kp and ki are the PI coefficients, ωs is the output of the synchronization loop. GLPF
is a low-pass filter that is used for low-bandwidth communications to all VSIs operating
in parallel. The cutoff frequency is selected as ωo/10, i.e., one decade below the nominal
frequency, to attenuate fast dynamics and high-frequency disturbances while preserving
the fundamental phase information.

4.4 Tertiary control

This control level enhances the flexibility of the microgrid and guarantees its stability
[46, 107]. A management framework dedicated to both secondary control loops and the
static switch (SS) is adopted to allow them to operate autonomously and smoothly during
different operating modes. A simple logic sequential algorithm is presented where the
logical variables : SC, SYN, and SS are combined and used to activate/ deactivate the
restoration loop, the synchronization loop, and the SS switching, respectively.

In order to maintain the stability of the whole system, the primary control must have a
faster dynamic than that of the secondary control. In other words, the restoration process
can be activated only when the voltage tracking error e = Vre f − Vpcc has a constant and
non-null value with a variation δe = de/dt almost zero. ones the tracking error converges
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Figure 4.3 – Flowchart showing the tertiary control strategy

to zero (i.e., e ≤ e), the restoration process is deactivated.
After giving the command to connect the microgrid to the main grid through the

binary on/off signal gc, the corrector of the phase error ϵ = ϕg − ϕpcc is turned ON to
synchronize the microgrid voltage vpcc with the grid voltage vg before switching on the
connection mode, but under the condition that the restoration process is out of order.
Once the voltages are synchronized, the switch SS can be turned ON to connect the
microgrid to the grid, where :

Φ =

{
0 if |ε| < ∆ε

1 Else
(4.20)

The control algorithm of the tertiary level strategy can be summarized by the flowchart
given in Figure. 4.3.



Chapter 4. Hierarchical control for parallel distributed generation in microgrids 101

P
W

MInner  
Control 

P
W

M
P

W
M

Inner  
Control 

Inner 
Control 

Proposed 
Tertiary 
Control

Secondary  
Control

MGCC

Improved 
Droop 

Control

Improved 
Droop 

Control

Improved 
Droop 

Control

PCC

Main Grid

Primary  Control

Primary  Control

Primary  Control

 

Figure 4.4 – Block diagram of the microgrid hierarchical control

Table 4.1 – Physical parameters of AC Microgrid with three parallel VSIs

Electrical system parameters
Parameter Symbol Value Unit
Rated voltage E∗ 220 V
Nominal frequency ω∗ 2π50 rad/s
Load inductance Ll 84 µH
Load capacitance Cl 500 µC
Load Rl 100/140/145/60/150 Ω

VSIs parameters
Parameter Symbol Value Unit
DC voltage Vdc 650 V
Filter inductor L f 1,2; r1,2 1.8 ; 0.03 mH ; Ω
Filter capacitor C f 1,2 35 µC
PWM frequency fs 10 kHz
Output impedance Zo Zo1 : 2.8 ; 0.7 mH ; Ω

Zo2 : 1.7 ; 0.5 mH ; Ω
Zo3 : 1.6 ; 0.8 mH ; Ω

Apparent power rating S 1250/2000/2500 VA

4.5 Simulation results

Simulations are performed by using FOMCON Toolbox and MATLAB/Simulink for
the AC Microgrid illustrated in Figure. 4.4 in order to test the feasibility of the proposed
four-level hierarchical control and compare its performance with the conventional three-
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Table 4.2 – Hierarchical control parameters

Inner control
ωc kp kr k3 k5 k7

GPRr 0.0016 0.25 200.94 26.3 22.56 67.11
GPRi 0.0016 0.1925 221.02 40.29 98.17 61.04

Conventional droop control (µ1 = µ2 = 1)
Ke kpP kpQ kdP kdQ ng mg

VSI1 11.6 0.2890 2.5 × 10−4 0.0019 2.8 × 10−6 0.03 5.1
VSI2 11.6 0.1089 1.6 × 10−4 0.0039 3.3 × 10−6 0.03 5.1
VSI3 11.6 0.0871 1.3 × 10−4 0.0046 1.7 × 10−6 0.03 5.1

Fractional order droop control
Ke k f pP k f pQ k f dP k f dQ µ1 µ2

VSI1 13 0.3222 2.5 × 10−4 0.0025 7.18 × 10−7 1.135 1.35
VSI2 13 0.2014 1.6 × 10−4 0.0014 9.05 × 10−6 1.154 0.88
VSI3 13 0.1611 1.3 × 10−4 0.0038 7.89 × 10−6 0.961 0.97

Secondary control
Voltage loop Frequency loop Synchronization

kp 1.8815 2.2586 3.8
ki 4.2972 7.708 0

level control scheme proposed in [45]. The test microgrid consists of three VSI-based DG
units connected in parallel to a local nonlinear load through a LCL filter and an output
impedance Zo [107].

The hierarchical control’s optimal parameters are calculated using the metaheuristic
self-learning particle swarm optimizer (SLPSO) algorithm, which is based on the minimi-
zation of the selected objective function. The optimization problem of the control design
stands for determining the parameter vector of :

— The proposed FO-UDC : θ = [Ke, nd, md, µ1, µ2]
T

— The PI controller-based secondary control θ = [kp, ki]
T

In order to increase the robust performance such as the overshoot limitation, the recent
objective function proposed in [45] is used for the proposed droop control and secondary
control, where :

OF =
N

∑
k=0

k|ek(θ)|
[
1 + η − ηsign(ek(θ) + OS.yre f

]
(4.21)

where ek is the error of kth sample between the reference and the measured value of the
controlled signal (e = yre f − y), θ is the controller parameters, OS is the desired overshoot
and the constant η is used to limit the oscillations.

Using the physical parameters presented in Table 4.1, the optimal control parameters
are calculated and given in Table 4.2, where η = 50, δ = 0.2V, δė = 4V/s, N = 2 and
[ωb, ωh] = [10−2, 103].
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Figure 4.5 – Performance of the conventional power sharing

In order to validate the improved droop control presented in this section, as well as
the tertiary-level strategy, different scenarios are simulated. After the islanded microgrid
starts operating, the load demand decreases at t = 5s, leading to a reduction in the power
supplied by the three connected DGs. The disconnection of the second DG (VSI2), at
t = 10s is also simulated. For a smooth transition from islanded mode to grid-connected
mode, the binary signal gc is transmitted to the tertiary control at t = 12s to activate the
synchronization process in order to eliminate the phase error between the PCC and main
grid voltages. However, by according to the strategy proposed in the tertiary level, the
synchronization process only works when the PCC voltage is restored, at t = 13.9s by



Chapter 4. Hierarchical control for parallel distributed generation in microgrids 104

 

Islanded mode Grid-Connected mode Islanded mode

Transition 
mode

13.4s 16,95s

 
The Steady-state

Islanded mode Grid-Connected mode Islanded mode

Transition 
mode

13.4s 16,95s

 

 

 

R
ea

ct
iv

e 
p

o
w

er
 (

V
A

R
) 

SC
 

A
ct

iv
e 

p
o

w
er

 (
W

) 
SY

N
 

SS
 

Time (s) 

Figure 4.6 – Performance of the proposed fractional order power sharing

using the classical droop control and at t = 13.4s by using the order-fractional one.
In Figure. 4.5, it is shown that by using the classical droop control, another load

variation test is simulated at t = 17s, which makes the synchronization loop out of order,
to complete the restoration of the PCC voltage. While, the non-integer order droop control,
thanks to its rapidity compared with the classical one, allows the microgrid to connect to
the main grid before load variation at t=16.95s (see Figure. 4.5 and Figure. 4.6).

The simulation results demonstrate that, during each transient state, the proposed
primary control with a fractional order derivative performs better than the one with the
integer order in terms of time response, overshoot, and steady-state oscillations, namely
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Figure 4.7 – Voltage and frequency of the microgrid voltage

for the reactive power.
The performance of the binary sequential management strategy proposed for the

tertiary level is illustrated in Figure. 4.5 and Figure. 4.6. This strategy proves its efficiency
to make the secondary controller loops work autonomously, as well as the switch (SS).
The restoration controller is started only when the droop control outputs are in steady
state. Also, for a smooth transition to the connected-grid mode, the synchronization loop
doesn’t work until the restoration process is not completed. The switch SS is activated
once the PCC and the main grid voltages are synchronized as shown in Figure. 4.6.
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Figure 4.8 – Synchronization process

4.6 Application for a flexible PV/battery Microgrid based
on parallel ZSIs

In this section, the optimized hierarchical control structure is investigated for flexible
microgrids, including renewable energy resources, energy storage, and local nonlinear
load to supply reliable and high-quality during the islanded operating mode and ensure
a good power exchange with the main grid during the grid-connected mode [107]. Figure.
4.9 illustrates the topology of the proposed microgrid, where a PV-battery system is used
by considering the practical renewable power generation and energy storage instead of
a constant power supply as the subgrid DC input. Each subgrid is powered by a PV
energy source via a Z-source type inverter, and Its DC bus imaged by the ZSI capacitor is
connected in parallel to the BESS via a bidirectional DC/DC converter.

Figure. 4.10 shows the overall control diagram, considering inner control, decentralized
power-sharing controllers, and secondary and tertiary central control levels.

In this application, the parameters of the overall control structure are set using the grey
wolf optimizer (GWO). The overall system parameters are listed in Table 4.3.

After smoothing the PV output and stabilizing the DC bus voltage at each DG using
FO-PI-IP (shown in Figure. 4.11), the performance of the power-sharing strategy with
the proposed FO-PI-IP-based AC bus control scheme will be evaluated against a highly
nonlinear load considering different microgrid operating modes. As shown in Figure.
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Figure 4.9 – Structure of PV-battery microgrid based on parallel ZSIs
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  Figure 4.10 – The hierarchical control structure of PV-Battery Microgrid based on ZSIs

4.12, after the black start is successful, the microgrid operates in the islanded mode and
both DGs share the local load demand, and then at t=4s, the demand suddenly decreases,
which requires reducing the power supply from the parallel PV-Battery DGs. This is
why the battery changes its operating mode from discharging mode to charging mode to
receive the excess PV power as shown in Figure. 4.11. During the islanded mode, once
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Table 4.3 – System parameters of AC Microgrid with two parallel ZSI PV-Battery system

Description Value
Solar PV SolarWorld SW135, 4700W (STD)
Battery Lithium-Ion, 300V, 5kAh
DC rated voltage VCZre f =622V
ZSI DC side Lz= 10mH, Cz= 4.8mF, fs= 12kHz
DC-DC converter Lbat= 10mH, fs= 5kHz
AC rated voltage E∗=220V
Nominal frequency ω∗ = 2π50rad/s
AC bus LC filter R= 1Ω, L= 10mH, C= 80µF
Output impedance Z1,2 = {1.7, 0.8} ; {1.9, 0.5} mH,Ω
Nonlinear load Ll=80µH, Cl=0.5nF, Rl=35/125/60Ω
Apparent power S1,2 = 0.82×Ppvmax

Power sharing Ke = 13, nd = 1.4e−3, md = 9.05e−6

µ1=1.15, µ2= 0.8
MPPT Kpv= 0.25, Kiv= 14.711, λv= 0.9

Kpi= 364.4, Kii= 17.5, λi= 1.2
AC side control Kpv= 33.58, Kiv= 194.41, λv= 1.1

Kpi= 86.025, Kii= 9.126, λi= 1.05
DC voltage control Kpv= 1.61, Kiv= 18.54, λv= 1.02

Kpi= 26.34, Kii= 161.5, λi= 1.3
Restoration loop GE : Kp= 2.018, Ki= 3.981

Gω : Kp= 1.9902, Ki= 8.102
Synchronization loop Kp= 5.14, Ki= 0.656

the primary control loop is stabilized, the tertiary control sends the logical command
signal SC to activate the restoration loop included in the secondary control level as
shown in Figure. 4.13 and Figure. 4.14. The restoration process is deactivated when the
static deviations produced by the primary droop control are removed and the voltage is
restored, letting only the sharing control operating.

To transfer the microgrid to grid-connected mode, the binary signal gc is sent to the
tertiary algorithm at t = 6s to activate the synchronization process, eliminating the phase
error between the microgrid and the grid and achieving a smooth transition. However, the
synchronization process remains disabled (SYN=0) until the PCC voltage is restored, i.e.,
SC=0, at t = 7.8s. Figure. 4.15 shows the phase error between the microgrid and the grid
voltage before and after synchronization. From the findings, the islanded mode can be
transferred to the grid-connected mode after a few seconds (about 3s) from the beginning
to the end of the synchronization process. Returning to Figure. 4.14. the synchronization
process leads to a deviation of the frequency, but the maximum of this deviation is still
far from the maximum allowed under Nordel’s grid requirements, guaranteeing a smooth
transition from islanded to grid-connected mode.

Once the SS is turned on to connect the microgrid to the main grid, the system quickly
responds to incremental changes in the DG active and reactive power outputs to be
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Figure 4.13 – Active and reactive power of the microgrid during different modes of operation

around the desired values P∗ and Q∗. In order to inject the maximum possible PV power
into the microgrid, the desired active and reactive powers are set at P∗ = 0.82Ppvmax(W)

and Q∗ = 0(VAR), respectively, where 0.82 represents the power efficiency of the used
ID-ZSVPWM. This is why the power exchange with the battery is stopped in both PV-
Battery DGs as shown in Figure. 4.11. In this case, since the power supplied by both DGs
together is greater than the power required by the load, the main grid receives excess
power. At t = 13s, the active power exported to the grid decreases as the local demand
increases, while the reactive power of the grid remains at the same rate as that of the load.
Then, according to the disconnection of the second DG at t = 17s, the direction of the
grid power flow changes to meet the missed power since the demand exceeds the power
injected from the first DG. The disconnected DG2’s battery returns to charging mode to
import all the power generated by the PV panel. Afterward, as the generated PV power
in the connected DG1 increases at t = 20s, following the irradiation behavior, the active
power imported from the grid decreases.
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Figure 4.14 – Amplitude and frequency of the Microgrid voltage

At t = 23s, the SS is turned off under an external command (gc = 0). The microgrid
is disconnected from the main grid and returns to the islanded mode. DG1 changes its
power outputs to inject the power demand of the nonlinear load individually, and DG2
is still out of operation. Here comes the role of the DG1 battery to compensate for the
difference between the demand and the generated PV power. The restoration process is
reactivated (SC=1) after the PCC bus stabilizes to correct the deviation in the amplitude
and frequency of its voltage.

Overall, the results reveal a great performance in power-sharing ability during different
operating modes. With the proposed control scheme, the major dynamic process of the
outpower is rapidly completed with only minimum oscillations, and minimum steady-
state power fluctuations can be observed after any change step. The tertiary strategy
proves its effectiveness in managing secondary control loops, as well as switching (SS),
ensuring the overall stability of the microgrid. The islanded voltage shown in Figure. 4.15
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Figure 4.15 – Synchronization process

Figure 4.16 – The THD of the PCC voltage

is nearly a pure sine wave, while the connected microgrid voltage is identical to the grid
voltage. FFT analysis in Figure. 4.16 confirms the compensation of harmonic components.
Throughout the simulation run, where various scenarios have been tested, the last result
reveals that the proposed control scheme provides good THD values for the PCC voltage,
which remain below 5% as recommended by IEC 61000 and IEEE 519.
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4.7 Conclusion

In this chapter, a four-level hierarchical control structure with fractional-order droop
control is proposed for a flexible microgrid based on parallel distributed generators (DGs).
The first level, referred to as the primary control, is based on an improved universal
droop control incorporating a fractional-order derivative operator. This level enables
accurate load-demand sharing among islanded DGs according to their power ratings.
The same power-sharing strategy is maintained during grid-connected operation to inject
rated power from the DGs and allow power exchange with the main grid.

The output of the first level serves as the reference voltage for the inner control layer
(zero level), which is dedicated to cascaded voltage and current control of the VSI through
capacitor voltage and inductor current regulation. The second level corresponds to the
secondary control, where a restoration process compensates for voltage deviations caused
by the droop mechanism in islanded mode. In addition, a synchronization process is
integrated at this level to ensure seamless transitions between islanded and grid-connected
modes.

The third level introduces a management framework that supervises the restoration
and synchronization loops as well as the static switch (SS), ensuring overall microgrid
stability under different operating conditions. Simulation studies based on metaheuristic
optimization algorithms, namely SLPSO and GWO, are conducted to evaluate the pro-
posed control scheme. The results demonstrate outstanding performance, highlighting
the strong potential of the proposed approach for practical and flexible microgrids with
intermittent renewable sources and varying load demands.



Chapter 5

Decentralized control for parallel
distributed generation in microgrids

5.1 Introduction

B y using the hierarchical control structure, a MGCC with low-bandwidth commu-
nication lines are required to achieve the secondary control functionality. Hence,

the price to pay is that this control level may suffer from the inherent characteristics
of communication technology such as delays or even data loss which can lead to the
breakdown of the whole system. Therefore, to overcome these challenges, a proposed
decentralized controller based on a modified UDC is described in this section. Depending
on the self-restoration and self-synchronization mechanisms, the proposed controller can
handle various operating modes without needing a MGCC unit [166].

5.2 Self-restoration mechanism

During the islanded mode, according to the Equations 4.1, 4.2, 4.14 and 4.15, we
can write the combination between the UDC and the secondary control’s restoration as
follows :

Ė = Ke (E∗
MG − Vpcc + δEres)− nP (5.1)

ω = ω∗ + δωres + mQ (5.2)

Laplace transformation of 4.14 and 4.15 gives :

δEres =

(
kpE +

kiE

s

) (
E∗

MG − Vpcc
)

(5.3)

δωres =

(
kpω +

kiω

s

)
(ω∗

MG − ωMG) (5.4)

Substituting 5.3 into 5.1 gives :
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Figure 5.2 – Proposed Microgrid Decentralized Control Structure

Ė = Ke

(
(1 + kpE) +

kiE

s

)
(E∗

MG − Vpcc)− nP (5.5)

As for frequency, as a global quantity in the microgrid, it remains unchanged regardless
of where it is measured or changed [167]. Therefore, by substituting 5.4 into 5.2, we can
write :

ω = ω∗ +
s

(1 + kpω)s + kiω
mQ (5.6)

Considering kpP = 1 + kpE, kiP = kiE, kQ = 1/kiω, and ignoring the proportional
parameter kpω (kpω = 0), the universal droop power sharing control with self-restoration
and self-synchronization can be expressed as follows :
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Ė = KeGE(s)(E∗
MG − Vpcc)− nP (5.7)

ω = ω∗ + Gω(s)mQ (5.8)

where :

GE(s) = kpP +
kiP

s
(5.9)

Gω(s) =
kQs

kQs + 1
(5.10)

Compared to 4.1 and 4.2 equations, 5.7 and 5.8 contain extra components GE(s) and
Gω(s). These exactly represent the transfer functions of a PI controller and a typical
washout filter, respectively [166]. By passing the transient component while blocking the
DC component, the washout filter, known as a high-pass filter, can increase the robustness
of the power sharing in the face of uncertain parameters [168].

5.3 Fuzzy logic-based self-synchronization mechanism

When the microgrid is in islanded mode operation, it may be necessary to tie into the
main grid to export surplus power or to import power if the parallel DG power sources
are insufficient to meet the local demand. In order to achieve a smooth transition in the
general case, the microgrid voltage vpcc must be synchronized with the grid voltage vg
by eliminating the error between them including not only the phase error as 4.16 but also
the RMS error value before starting the grid-connected mode, i.e.,

ϕMG = ϕG and Vpcc = VG (5.11)

In order to force the self-synchronization mechanism to start working, according to
the voltage error vpcc − vg, a virtual impedance zv = Ls + R is introduced to generate a
virtual current which can be described as follows :

iv =
vpcc − vg

Ls + R
(5.12)

Being Zv et ϕv magnitude and phase angle of the virtual impedance, the active and
reactive powers created through the virtual current iv can be presented as follows [47] :

[
Pv

Qv

]
=

[
cos ϕv sin ϕv

sin ϕv − cos ϕv

]  VpccVG
Zv

cos(ϕMG − ϕG)−
V2

pcc
Zv

VpccVG
Zv

sin(ϕMG − ϕG)

 (5.13)

Depending on the used VSI control method, the virtual impedance is usually chosen
to be inductive or resistive. Note that the UDC utilized in this study is configured as a
droop controller for R-inverters [43], which implies that the impedance is dominantly
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Table 5.1 – Table of fuzzy rules for ∆kr

Iv
δIv

Z S B
Z Z PS PS
S Z PB PB
B Z NS NB

resistive in nature. Therefore, the virtual impedance is dominantly resistive type, i.e.,
ϕv ≈ 0. Hence, we can rewrite 5.13 as follow :

[
Pv

Qv

]
=

 VpccVG
Zv

cos(ϕMG − ϕG)−
V2

pcc
Zv

−VpccVG
Zv

sin(ϕMG − ϕG)

 (5.14)

According to 5.14, we can note that the synchronization condition 5.11 can only be
achieved when both virtual powers Pv and Qv are driven to zero. In other words, the
current generated through the virtual impedance must be regulated to zero by exploiting
the VSI controller.

The total active and reactive powers can be described as :

P = Pi + Pv (5.15)

Q = Qi + Qv (5.16)

where Pi and Qi are respectively the actual active and reactive powers delivered by the
VSI which are calculated by using the voltage vpcc and the output current io of the VSI
while the virtual active and reactive powers Pv and Qv are calculated by using the virtual
current iv.

During the self-synchronization mode, the static switch SS that connects the microgrid
to the main grid is still in OFF. Therefore, by using the total current it = io + iv as shown
in Figure. 5.3, the VSI controller i.e., UDC regulates the virtual current iv to be zero. This
is because there is no power exchange between the microgrid and the grid. Once the
current iv becomes equal to zero, the switch SS can be turned ON to connect the microgrid
to the main grid.

Considering that the magnitude error may not be significant, the phase error can lead
to a virtual current magnitude that exceeds the rated current several times [48]. This
may cause instability in the VSI controller. In this sense, we have enhanced the virtual
current by introducing a fuzzy gain kr varied between [0, 1] depending on its RMS [166].
The RMS current Iv and its derivation δIv are selected as the inputs of the fuzzy logic
controller and ∆kr its output, where :

kr(t) = kr(t − 1) + ∆kr (5.17)

The fuzzy rules are given in Table 5.1, where ∆kr is calculated by using the following
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Figure 5.3 – Modified universal droop control

expression [169] :

∆kr =
Σn

i=1∆kr,iwi

Σn
i=1wi

(5.18)

wi is the weighting factor, ∆kr,i is the corresponding value of ∆kr, where :

— Negative Big (NB) : Represents a large negative adjustment to significantly de-
crease the gain

— Negative Small (NS) : Represents a small negative adjustment to slightly reduce
the gain

— Zero (Z) : No adjustment, meaning the gain remains unchanged
— Positive Small (PS) : Represents a small positive adjustment to slightly increase

the gain
— Positive Big (PB) : Represents a large positive adjustment to significantly increase

the gain

The fuzzy logic mechanism in the proposed algorithm provides adaptative control,
allowing real-time adjustment of the gain kr to enhance synchronization performance and
maintain system stability, ensuring a smooth transition with fast and robust dynamics
while offering simplicity and flexibility. Based on the amplitude of the virtual current (Iv)
and its variation (δIv), the gain (kr) is dynamically adjusted as follows [166] :

— When the virtual current amplitude is very small (Iv = Z) and its variation is either
small or large (δIv = S or δIv = B) (indicating the final phase of synchronization),
the value of (kr) is slightly increased (∆kr = PS) to accelerate the completion of the
synchronization process

— When the virtual current amplitude is small (Iv = S), any variation in its amplitude
requires a rapid increase in kr , i.e., (∆kr = PB) to give greater consideration to the
virtual current, thereby accelerating the synchronization process

— When the virtual current amplitude is large (Iv = B), there is a potential risk of
system instability. To mitigate this, the value of (kr) must be reduced to decrease
the influence of the virtual current. If the variation in amplitude is small, (kr) is
slightly reduced (∆kr = NS), whereas a large variation requires a rapid reduction
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Table 5.2 – Proposed MGDC vs. Recent droop control methods

Refs
Objectives Features

Power
sharing

Voltage
restoration

Synchroniza-
tion process

Hierarchical
model

Communication
technology

Dynamic
speed

Design
com-

plexity
[43, 170,
171] ✓ ✗ ✗ ✗ ✗ ↑ ↓

[45, 46] ✓ ✓ ✓ ✓ ✓ ↓ ↑
[172, 173] ✓ ✓ ✗ ✓ ✗ ↓ ↑
[167, 174] ✓ ✓ ✗ ✗ ✗ ↑ ↓
[48, 175] ✓ ✗ ✓ ✗ ✗ ↑ ↓
Proposed ✓ ✓ ✓ ✗ ✗ ↑ ↓

✓ : Included / Supported ; ✗ : Not included ; ↑ : High ; ↓ : Low

(∆kr = NB) to promptly stabilize the system

5.4 Overall decentralized control strategy of flexible Micro-
grid

Based on the UDC, the proposed decentralized control approach is designed to enable
the microgrid to operate seamlessly either in islanded mode with restored microgrid
voltages or in connected mode with a smooth transition between both modes. These
features can be achieved by integrating both self-restoration and self-synchronization
processes with UDC into a single control unit as shown in Figure. 5.3.

According to the previous results, the proposed control strategy for the flexible micro-
grid can be introduced as follows :

Ė = Ke (SrGE(s) + (1 − Sr)) (E∗
MG − Vpcc)− n(P − SGP∗) (5.19)

ω = ω∗ + m(Q − SGQ∗) (SrGω(s) + (1 − Sr)) (5.20)

where Sr and Ss are the switching states that are used to enable or disable the restoration
and the synchronization processes, respectively. The hybrid variable SG is added to
indicate ON/OFF the switch SS, i.e.,{

Sr = 1 i f self-restoration mode is enabled
Sr = 0 Else

(5.21)

{
Ss = 1 i f self-synchronization mode is enabled
Ss = 0 Else

(5.22)

{
SG = 1 i f SS is turned ON (Grid-connected mode)
SG = 0 Else

(5.23)
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Figure 5.4 – Presentation of the proposed MGDC structure

The block diagram presented in Figure. 5.4 summarizes the proposed MGDC method.
From Table 5.2 and Figure. 5.4, it can be inferred that the proposed control scheme
outperforms all other power-sharing algorithms. Due to its efficiency and simple design,
which does not require communication lines, the proposed control structure provides an
effective solution for accurate power sharing, voltage regulation, and synchronization
process, guaranteeing a smooth transition, even under various DG-VSI configurations
and external disturbances such as input power variation, load demand fluctuations,
plug-and-play scenarios, and uncertainties.

Considering the unknown load which can be nonlinear, the second-order generalized
integrator (SOGI) is used in the power calculation unit. As shown in Figure. 5.5, the SOGI
can be operated as a band-pass filter (BPF) to remove the harmonics produced particularly
in islanded mode by the nonlinear load, and obtain the fundamental current of the VSI,
using the frequency delivered by the parallel VSI controller and an appropriate damping
factor [176, 177].
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Based on αβ frame, the instantaneous active and reactive power can be expressed as
follows :

p(t) = vpcc,α ı̂α + vpcc,β ı̂β (5.24)

q(t) = vpcc,β ı̂α − vpcc,α ı̂β (5.25)

where vpcc is the PCC voltage, ı̂ is the fundamental component of the line current i
obtained using SOGI-BPF.

Depending on the average power P and Q used in Figure. 5.3, the instantaneous power
can also be described as :

p(t) = P + p̃(t) (5.26)

q(t) = Q + q̃(t) (5.27)

where p̃ and q̃ are the oscillating components.
From the simulink diagram of Figure. 5.6, the instantaneous power is integrated over

one fundamental cycle T in order to obtain the average power P and Q as follows [165] :

P =
1
T

∫ t−T

t
p(t)dt (5.28)
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Q =
1
T

∫ t−T

t
q(t)dt (5.29)

which can be rewritten as :

P = F(s).p(s) (5.30)

Q = F(s).q(s) (5.31)

where the integration filter F(s) is given by the following transfer function :

F(s) =
1 − e−Ts

Ts
(5.32)

5.5 Application for hybridization between VC-VSI and
CC-VSI based on qZSI/PV generator

In this section, the system illustrated in Figure. 5.7 is simulated by using MAT-
LAB/Simulink environment to demonstrate the performance and the robustness of
the proposed control strategy. The test microgrid consists of two VC-VSIs and a CC-VSI
connected in parallel to a local nonlinear load through a LC filter and an output impe-
dance Z. The CC-VSI is used to exploit the maximum power of the PV generator via qZSI.
The latter can operate for the both DC-DC conversion and inversion stages, respectively.
The first one is used to achieve the MPPT for extracting the maximum available power
from the PVG under variable conditions. As discussed in the literature, the temperature
has a non-significant effect on the maximum power position of the PVG. In contrast, the
irradiation level changes have an important impact on its performance. For this reason, the
proposed control scheme including MPPT IC-FOPID is verified under suddenly varying
irradiation before and after the CC-VSI connection to the microgrid. The performance of
the IC-FOPID can be evaluated from the simulation results shown in Figure. 5.8.

In order to improve system performance as much as possible, the optimization problem
is designed to tune the controller parameters by using an appropriate objective function.
The objective function is a quantitative measure of the system performance, where the
objective is to find the parameter values that minimize this function. In the case of multi-
objective optimization, it is necessary to choose a suitable objective function that takes
into account all the performance criteria simultaneously. The linear weighting method
is a frequently used approach for formulating a multi-objective optimization problem
[178]. This method allows to combine the different performance criteria using normalized
weighting coefficients.

The objective function adopted in this study is defined by the following expression :

OF =
N

∑
k=0

M

∑
i=1

γik|ei
k(θ)|[1 + A − Asign(ei

k(θ) + OSiyi
d] (5.33)

where ei
k is the error of kth sample between the desired and the measured value of the
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Figure 5.7 – Block diagram of complete microgrid system including CC-VSI

Table 5.3 – Physical parameters of AC Microgrid with parallel VC-VSIs and CC-VSI

Electrical system parameters
Parameter Symbol Value
Rated voltage E∗(V) 220
Nominal frequency ω∗(rad/s) 2π50
Load inductor Ll(µH) 82
Load capacitor Cl(µC) 470
Load Rl(Ω) 100/160/110

DGs parameters
Parameter Symbol CC-VSI VC-VSI1 VC-VSI2

DC voltage source Vdc(V) 246.4 (2kW/STC) 650 650
Filter inductor Ll f (mH) 8.8 1.8 1.8
Filter capacitor Cl f (µF) 60 35 35
PWM frequency fs(kHz) 5 10 10
Output impedance Z(mH, Ω) 3.4, 0.8 4.4, 0.7 3.7, 0.6
Virtual impedance Zv(mH, Ω) 0.9, 5.5 0.9, 5.5 0.9, 5.5
Apparent power rating S(kVA) 0.8 ∗ Ppvmax 1.25 2
qZSI capacitor C1,2(µF) 350 - -
qZSI inductor L1,2(mH) 1.2 - -
DC filter capacitor C(mF) 4.7 - -
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Table 5.4 – Optimal parameters of MGDC strategy

DGs
MGDC parameters

Ke n m kpP kiP kQ

CC-VSI 12.9 0.2014 1.87e−4 − − −
VC-VSI1 12.9 0.3511 2.71e−4 2.7 4.2968 0.2906
VC-VSI2 12.9 0.2007 2.02e−4 1.9905 5.1087 0.3201

IC-FOPID MPPT parameters
Kp Ki Kd λ µ

32.044 355.44 2.55 0.5 0.2

ith controlled signal, θ is the controller parameters, OSi is the desired overshoot and the
constant A is used to limit the oscillations. The parameter vectors of the modified UDC
and the IC-FOPID MPPT process are θ = [Ke, kpP, kiP, kQ]

T and θ = [Kp, Ki, Kd, λ, µ]T,
respectively.

By using normalized weighting coefficients γi to combine the various i objectives and
criteria, the approach used effectively balances power, voltage, and frequency across
the proposed MGDC. This ensures minimal errors, overshoot, and oscillation while
maintaining precise, reliable, and balanced performance.

The selection of the optimization algorithm is another challenge for calculating the
optimal controller parameters, particularly when dealing with complex and multimodal
fitness landscapes. In this context, the C-YSGA heuristic algorithm was employed to adjust
the controller parameters, guided by the objective function defined in 5.33. As presented
in Chapter 2, the C-YSGA combines YSGA with chaotic logistic mapping to improve
optimization efficiency. By using chaotic logistic mapping for population initialization, it
accelerates convergence compared to conventional metaheuristic algorithms such as PSO
and GWO, offering a superior balance between exploration and exploitation, resulting in
faster and more reliable convergence.

Using the physical parameters presented in Table 5.3, the optimal control parameters
are calculated and given in Table 5.4.

Considering the step load, step irradiation and DG connection/disconnection operation,
the four operating modes identified by IEEE Std 1547 are tested : (a) islanded operation
mode, (b) islanded to grid-connected transition mode, (b) grid-connected operation mode,
(c) grid-connected to islanded transition mode. In order to visualize the performance
of the improved UDC, A simulation was carried out for these four different stages and
the simulation results are presented in Figure. 5.9 and Figure. 5.10. The DGs outputs
active and reactive power can be seen in Figure. 5.9 and the corresponding PCC voltage
magnitude and frequency in Figure. 5.10.

5.5.1 Islanded operation mode

In the first stage, different scenarios are considered to evaluate the performance of
the proposed control structure during the islanded mode. Initially, the microgrid starts
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(a) (b)

Figure 5.8 – Comparison of MPPT performance under variation of irradiation (a) proposed IC-FOPID
technique (b) conventional integral regulator-based IC technique

operating with two VC-VSIs connected in parallel and capable of supplying a local
nonlinear load. According to the simulation results shown in Figure. 5.9, both VC-VSIs
share the active and reactive power required by the local load depending on the power
capacity ratio.

In order to illustrate the mode of the CC-VSI operation of the proposed control scheme,
the finding demonstrates the system performance when CC-VSI is connected to the
microgrid at t = 5s. For the first level of control, the dynamic performance of the MPPT
technique based on C-YSGA IC-FOPID is depicted in Figure. 5.8. From the results, the
proposed MPPT controller offers outstanding performance in terms of tracking speed,
accuracy, and robustness. From the literature, the power efficiency of the used SVPWM
is about 0.8. This is why we set P∗ = 0.8 ∗ Ppvmax (W) and Q∗ = 0(VAR) for the CC-VSI.
Therefore, the power factor can be considered unitary which guarantees the injection of
the maximum possible PV power into the microgrid. In order to maintain the amount
of power demanded from the load, the active power of both pre-connected VC-VSIs is
reduced due to the additional power injected by the CC VSI while their steady-state
reactive power is not affected as shown in Figure. 5.9. At t = 10s, the load demand
is decreased which makes the outputs of both VC VSIs behave proportionally to this
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Figure 5.9 – Active and reactive power of the microgrid during different modes of operation

reduction. Then, the microgrid topology is changed by disconnecting VC-VSI2 at t = 15s
and letting only VC-VSI1 and CC-VSI support the power demand of the local nonlinear
load. The results show that right after the outage of VC-VSI2, VC-VSI1 immediately
increases its active and reactive power output to compensate for the power originally
injected by VC-VSI2. Despite the last changes, the CC-VSI output remains unaffected and
continuous to inject the maximum possible power generated by the PV panel into the
microgrid.

On the other hand, the developed power-sharing controller clearly operates with
self-restoration where the load demand is perfectly shared even after every change with
very fast local compensation for deviation in either the magnitude or frequency of the
PCC voltage as shown in Figure. 5.10. This is what demonstrates the effectiveness of the
proposed decentralized control strategy during this stage and its ability to overcome the
droop control drawback. Once the sharing dynamic stabilizes, the self-restoration process
is disabled.
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tralized control

5.5.2 Islanded to grid-connected transition mode

In order to ensure a smooth transition to the grid-connected mode, the self-synchronization
process of the modified UDC starts at t = 22s to reduce the voltage error between the
microgrid and the grid, making the PCC voltage able to track the main grid. Figure. 5.11
shows the synchronization process between the microgrid voltage and the grid voltage
where the voltage error is represented by a phase difference. As can be seen from the
findings, the islanded mode can be transferred to the grid-connected mode after only
a few seconds from when the self-synchronization has been started as long as both
voltages are synchronized, despite the harmonics present in the PCC voltage caused by
the nonlinear load.

It is clearly observed that the improved UDC is handling well the synchronization
with a fast response and a decentralized manner. However, if we take a quick look at the
voltage frequency of the microgrid shown in Figure. 5.10 while reducing the voltage error,
we can observe that the synchronization process leads to a deviation of the frequency but
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Figure 5.11 – Phase voltage error between the microgrid and the grid during the transition to grid-
connected mode

the maximum of this deviation is still far from the maximum allowed under Nordel’s
grid requirements. These results ensure maintaining the stability of the system and a
seamless transition from the islanded mode to the grid-connected mode with no transient
overcurrent as shown in Figure. 5.12. At t = 24.87s, the SS is turned ON to connect
smoothly the microgrid to the main grid without any undesirable transient, and both the
active and reactive power sent are maintained.

5.5.3 Grid-connected mode

When the microgrid is connected to the main grid, the system responds quickly to step
changes of the VC-VSI1 active and reactive power outputs to be around their desired
values P∗ and Q∗ while the VC-VSI2 is still out of operation. In order to ensure extreme
efficiency, the power factor is set to unity where a maximum active power is delivered by
the grid-connected VC VSI1. Its desired active power is therefore set to 1250W and the
corresponding reactive power is set to zero. On the other hand, the CC-VSI maintains
the same operating conditions of islanded mode to inject the maximum possible PV
power into the microgrid where its outputs remain constant at P∗ = 0.8 ∗ Ppvmax (W) and
Q∗ = 0(VAR) . After closing the SS until t = 30s, we can see that the sum of power
supplied by both connected DGs is greater than the power demanded by the local load.
Here comes the role of the main grid to receive excess power as shown in Figure. 5.9.
The demand is then increased at t = 30s, surpassing the power injected from connected
VC-VSI1 and CC-VSI. That is why we see that the grid’s active power becomes positive,
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Figure 5.12 – Inverter output currents

after being negative, which means that the power flow changes its direction to satisfy the
missed demand from the grid.

At t = 35s, once the irradiation is increased to 1000(W/m2), the MPP moves correctly
to reach the new maximum point corresponding to the irradiation change thanks to
the MPPT IC-FOPID algorithm as shown in Figure. 5.8. Hence, the power delivered by
the DGs together again becomes greater than the demand due to the increase in power
generated by the PV panel, i.e., the CC-VSI. Consequently, the microgrid re-exports the
excess power to the grid. After excluding the additive load demand at t = 40s, the
amount of power exported to the grid increases without affecting the outputs of both
DGs. Thanks to the robust performance of the proposed control scheme, all results of this
phase demonstrate the flexibility of the microgrid, the bidirectional power flow to/from
the main grid, and the ability to achieve demand balancing.

5.5.4 Grid-connected to islanded transition mode

At t = 44.5s, a sudden error is detected due to loss of connection to the main grid.
Under these circumstances, the SS should be turned OFF to isolate the microgrid from
the grid at t = 45s. Thus, the grid-connected mode is directly transferred to the islanded
mode to maintain the stability of the microgrid and share the load demand between the
connected DGs as shown in Figure. 5.9. The CC-VSI remains unaffected by this transition
and continues to inject the maximum possible PV power into the microgrid, while the
VC-VSI1 changes its active and reactive power outputs to inject the remaining power
demand of the nonlinear load. The self-restoration process is reactivated simultaneously
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Figure 5.13 – The THD of the PCC voltage

to avoid drooping of the magnitude and frequency of the PCC voltage.
Throughout the simulation run, Figure. 5.13 reveals that the MGDC provides good

THD values for the PCC voltage, which remain well below 5% as recommended by IEC
61000 and IEEE 519.

5.6 Conclusion

The widely recognized conventional droop controllers have several drawbacks, most
notably the low power-sharing accuracy caused by voltage deviations during islanded
mode and the poor dynamic of the transition to grid-connected mode. In this case, a
secondary control based on a centralized structure with low-bandwidth communication
lines is needed for deviation correction and smooth transition.

In this section, a new decentralized control structure based on the universal droop
controller is proposed, handling different operating modes of the microgrid effectively,
avoiding the drawbacks of centralized secondary control. During the islanded mode, the
proposed controller allows proper sharing of active and reactive power demand among
DGs connected to the microgrid. At the same time, voltage and frequency deviations are
simultaneously corrected thanks to the self-restoration mechanism. A Fuzzy logic-based
synchronization mechanism is integrated into the proposed controller to ensure a seamless
mode transfer from islanded mode to grid-connected mode where the microgrid voltage
is synchronized with the main grid in a decentralized manner. In this study, both different
functionalities VC-VSI and CC-VSI are considered for the DGs. The CC-VSI injects the
maximum possible power of a PV generator via qZSI. FO-PID controller-based MPPT
method is used to enhance the efficiency of the PVG. Moreover, a metaheuristic algorithm
called the chaotic yellow saddle goatfish algorithm (C-YSGA) was used for tuning the
optimal parameters. The effectiveness of the proposed control strategy was evaluated by
simulations in the presence of nonlinear load taking into account the variation of load
and PV irradiation as well as the topology change of the microgrid. The extracted results
for different scenarios demonstrate the high dynamic performance and the robustness of
the proposed decentralized control scheme for the flexible microgrid.



General Conclusion

The research presented in this thesis focuses on the development of modern control
techniques for multi-source energy conversion systems integrated in microgrids. The

study covers both hierarchical and decentralized control strategies, aiming at improving
the stability, efficiency and flexibility of microgrid operations. Through extensive literature
searches, the main challenges associated with the regulation of distributed generation and
microgrid management have been identified. The proposed contributions address these
challenges by introducing advanced control methods for grid-connected and stand-alone
PV systems, as well as for parallel distributed generation in microgrids. The developed
approaches have been validated by various simulation applications in multi-source and
flexible microgrids.

The overall contributions can be summarized as follows :

— A control strategy for grid-connected PV systems has been developed, integrating
FOTSTA-based MPPT and P–DPC–SVM-based VSI control. Simulation results
demonstrate improved energy harvesting efficiency and improved grid stability.

— For stand-alone PV systems, advanced energy management strategies and control
methods such as SSSTA have been implemented, optimizing the operating modes
to ensure stable and reliable energy supply.

— The integration of impedance-source inverters (ZSI/qZSI) into stand-alone PV
systems has been studied, with various control strategies proposed, including
PR controllers, STA-based control, and FOPID controllers. Simulation results
confirm the effectiveness of these techniques in improving system performance
and robustness.

— A hierarchical control framework for parallel distributed generation in microgrids
has been designed, comprising a decentralized primary control with a universal
fractional-order droop controller, a centralized secondary control for voltage and
frequency restoration, and a tertiary control for overall system optimization. These
approaches facilitate smooth grid transitions and improve energy management.

— A decentralized control strategy for microgrids has been developed, with self-
restoration mechanisms and fuzzy logic-based self-synchronization. This strategy
improves system resilience and ensures stable operation under variable conditions.

— Based on specific criteria, recent solvers of the optimized problem to find the
optimal parameters of the developed control structures have been used. The
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solvers are based on metaheuristic algorithms such as PSO, SLPSO, GWO and
YSGA optimizers.

— Applications have been explored, especially for flexible and multi-source micro-
grids, including renewable sources, storage systems and hybrid VSI configurations,
demonstrating the feasibility and benefits of the proposed control techniques in
real-world scenarios.

The results of this research contribute to the advancement of control strategies for multi-
source energy conversion systems, paving the way for more efficient, resilient and flexible
microgrid architectures. Future work could focus on further experimental validation,
real-time implementation and integration of artificial intelligence-based control methods
to improve adaptability and predictive capabilities in dynamic energy environments.
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